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About the Course

This course is a rapid introduction (or reminder for some) to a range of topics that you will
find useful during your engineering career. A huge amount of wonderful resources have become
freely available online in the past few years, in the form of videos, blogs, forums, wikis etc.. My
hope for this course is that you finish with the confidence necessary to look up questions that
you don’t understand and hopefully re-purpose methods from one area to another.

Some undergraduate courses expect students to memorise a lot of formulae and derivations;
however, now that all of mankind’s collected knowledge is just a few clicks away, there is no
longer much value in this! Instead, we will focus on developing an intuitive understanding of
the various topics, which I hope will not only be more useful, but also much more enjoyable and
satisfying!

These notes are not intended to be comprehensive (that is what the internet is for), but instead
hope to offer a fast paced and engaging description of the concepts, pitched at a level appropriate
to DE1. Some the material is based on notes developed by Dr Rhazaoui, who taught the first
iteration of this course.

Course Support and Assessment

Learning maths is a very personal activity, with each student having their own approach;
however, to really understand what’s going on, there is no way around putting in the work on
your own, occasionally getting stuck and thinking your way out. That said, I really hope the
notes, lectures, online videos, tutorial sheets and quizzes help to push you in the right direction
and keep you motivated!

Every week, you will take a short non-credit quiz to help me (and you) understand how you're
getting on. The course will be assessed through a combination 4 progress tests at half termly
intervals, as well as 2 more substantial exams at the beginning of terms two and three. The
course is two terms long and each week we will have 2 one hour lectures introducing the material.
We will also have weekly tutorial sessions which will be 2 hours in the first term and 1 hour
in the second. These sessions are primarily intended for you to ask the tutors questions about
the material from the previous weeks and are not ideal for quite study. We will use Learning
Catalytics to support the learning process, by running live quizzes.

Further Resources

KL Stroud and DJ Booth, Engineering Mathematics, 7th Ed., Macmillan, 2013 (Imperial library
510.246STR), is probably the core text for 1st year Maths, although ML Boas, Mathematical
Methods in the Physical Sciences, 3rd Ed., Wiley, 2006 (Imperial library: 530.15BOA) is a bit
less wordy and goes into some more advanced topics as wells.

WolframAlpha is a brilliant mathematical resource and if you are ever stuck with a question, this
should be one of your first ports of call. Finally, I would like to recommend several wonderful
YouTube series, including WelchLabs, 3BluelBrown, blackpenredpen and Numberphile as a
source of mathematical inspiration and delight.
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Chapter O
Refresher

This chapter is meant to serve as a high-speed reminder of a few concepts from high school
which you will need to progress with this course. Some of you may have forgotten (or even
never known) some of this material; however, if you let anyone from the teaching team know
this, then I'm sure we can get you up to speed in no time! :-)

0.1 Algebra

You will all be familiar with the core idea of algebra, which is that
you can represent numbers and concepts (like functions) with
symbols. This is very powerful as it allows you to move away
from discussing specific cases and instead describe generalised
ideas. For example, if I say that the speed of a cylinder rolling
down a hill is v, its rotational speed is w, and its radius is r; then
by considering a bit of geometry, I can write down the relation
v = wr and this will be true for many different combinations of
these three parameters. Fun fact: the word “algebra” comes from
the Arabic “al-jabr” which means “the reunion of broken parts”;
bonus fact, the word “algorithm” comes from the name of a
specific 8" century Persian mathematician called Al-Khwarizmi.

Algebra is at the heart of much of what we do in mathematics and I'm sure you will have done
plenty of it at high school. However, for this course I am much more interested in you developing

strong mathematical intuition than being masters of grinding through long algebra problems.

To a great extent, computers have taken over
most of the mathematical tasks that engineers
were once expected to do; however, you still
need to know the key ideas in order to take ad-
vantage of the computer’s power (and to know
what to do when the computer gets stuck).
You'll also need to know how to manipulate
algebraic expressions, using tools such as “Par-
tial Fractions” (see table), algebraic long divi-
sion or simultaneous equations.

Fraction %

Form of denominator, D(x)

Partial Fraction Form
(where A, B and C are unknown constants)

(ax + b)(x® + c?)

(which cannot be factorised)
Factors

N(x) ) A B
ey Li F +
(ax + b)(cx +d) negkactors ax+b cx+d

N(x) . A B

[ax + bf Repeated Linear Factors SOE + @5+ OF

N(x) Linear and Repeated A s B o]
(ax + b)(cx + d)? Linear Factors ax+b cx+d (cx + d)?

N Linear and Quadratic A Bx + C

%
ax+b *2 + g2
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0.2 Calculus

We will be using calculus in almost every topic in this module, so it seems sensible for us to
start with a quick refresher. However, I won’t be expecting you to remember lots of tricky
substitutions and identities because, since the advent of the internet, these have turned out to
not be very useful things to know. Instead, what we’ll be focusing on is the core understanding
behind each topic, which will hopefully give you mathematical confidence, without being too
dull.

If you are given the graph of a linear function
(i.e., f(x) = ax + b in the adjacent figure), you can e
calculate the slope by simply drawing a right-angle tri-
angle and then calculating the ratio of the vertical to
the horizontal lines (i.e., “rise over run” or “RoR”).
You can perform this operation anywhere along the line
because this function has a constant gradient, but what
do we do if our function’s gradient is variable?

For the general function f(x), the “gradient” at a point //
is the slope of the curve at that point. In the figure

below, we're looking for the gradient of the black line at point xq (the red point). To apply the
RoR approach again, we must pick another point further along the x-axis, which we will call
(xo + Ax). However, as you can see from the figure, the line passing through these two points is
not a great approximation to the slope at x.

What I hope you can also appreciate is that as our two

4 points move closer together (i.e., as Ax gets smaller),
- , f(z) then this approximation will improve. We can formalise
T f'(z) at o and extend this rational to write the following expres-
-~ approx. f'(x) at sion, which says that “in the limit” as Az “goes to zero”

(i.e., becomes infinitesimally small), then our approx-
imation will become exact. So our gradient becomes
(three different derivative notations styles also shown):

This is still just the same old RoR concept, but taken to an extreme limit. You may not have
encountered the “lim” notation before, but what it’s asking you to do is find the value of the
expression as Az goes to 0, but not actually at 0 as this would break our fraction (i.e., you
can’t divide by zero) - we’ll cover this concept in more detail in a later chapter.
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0.3 Using calculus

Although you will probably have lots of derivatives memorised by now, it’s important to
remember that you are just using shortcuts to evaluate the “lim(RoR)” equation above.

For example, if g(x) = 32? — 5, then we can simply substitute this into the expression above and
rearrange to find the derivative. Make sure you are comfortable working through the following
example:

oy (3(z + Az)* — 5) — (32* — 5)
g(@) = lim, ( Az
, ((3m2 + 6xAz + 3Az?* — 5) — (322 — 5)>

= lim

Az—0 Az
2

— lim (M> — lim (62+3A7) = 6z

Az—0 Ax Az—0

You can see that once you’ve work through the algebra, it’s that final step where the magic of
the “lim” happens. We have 6x + 3Ax, but as Ax becomes very small we can just ignore it.

Now that we’ve understood the core concept, we can start to build a list of time saving rules
so that we don’t have to use lim(RoR) equation each time. As we’ve already seen in our
first example, polynomials can be dealt with using two rules. The Power Rule tells us that
differentiation of a simple power can be efficiently calculated by multiplying the original power
to the front and then reducing the power by 1 (i.e., f(z) = ax® = f'(z) = abz®1). Also in the
above example is the Sum Rule, which says that the derivative of the sums is the sum of the
derivatives (i.e., f(x) = g(z) + h(z) = f'(z) = ¢'(x) + h'(2)).

The Product Rule, which tells us how to differentiate
the product of two functions, so if f(z) = g(x)h(z), h()  R(x+Ax) — h(x)

WD _ 0y = g (w)ha) + gl (2

Perhaps the simplest way to think about the product 9@
rule is to consider g(x) and h(z) to be the length of two

sides of a rectangle of area A(x). This means that to g +4x) {‘ ‘ D
differentiate w.r.t. = (NB “w.r.t.” is short for “with 9

respect t0”) is simply to ask how does A(z) change with z. We can imagine that for a certain
function, increasing x by some small Az will increase A(x) by the amount shown in the two
yellow and one grey boxes in the adjacent figure. If you now write down an expression for this
increase in area, divide it by Az and once again take the limit, you’ll recover the expression
above. When you try this, you'll notice that the area of the grey box ends up being ignored.

The Chain Rule is slightly harder to visualise, but a similar logic can be applied. Consider a
function of a function g(h(z)). We can differentiate this thing by using the following expression.

d dg dh_ dg(hx)

f@)=gh(z) == [(2)=79(h(@) =g (M) W(z)= 3 x == —4

For example, if f(z) = g(h(x)), where g(z) = 22* + 3 and h(z) = 52® — 1. As ¢'(z) = 4z and
h'(x) = 1522, therefore, f'(z) = ¢'(h(z)) W (z) = 4(5z® — 1) x 152* = 3002° — 60x2. In this
simple example, you could equally have found this result by simply multiplying out g(h(z)) and
taking the derivative of the resulting expression.
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0.3.1 Integration

Integration is just the inverse operation to differentiation, but
can also be thought of as finding the area between a function
and the axis (NB. If a function is negative, this area counts as
negative, for example, the integral of the sine function between
0 and 7 is 1, but between 0 and 27 it’s gone down to 0 again).

The Power Rule for integration tells us that the integral of
a simple power can be efficiently calculated by increasing the
power by 1 and then dividing the coefficient by this new power
(ie., f(z) = az® = [ f(z)dz = 392" + ¢). This is clearly the
inverse operation to the differential power rule, with the only key
difference being the appearance of a new term c. This term is simply a constant and you can
see that if you had started by differentiating a function which contained a constant and then
integrated again, you wouldn’t know what this constant was (e.g. f(z) = 322 +3 = f'(x) =

6x = [6axdr = 32% + ¢).

For the Sum Rule, the same rules apply as for differentiation, whereby the integral of the sums
is the sum of the integrals (i.e., f(z) = g(z) + h(z) = [ f(z)dz = [ g(z)dx + [ h(z)dz).

The key time saving rule that you should be aware of for integration is called Integration
by Parts or sometimes just Parts for short. One way to think about this process is as a
rearrangement of the product rule for differentiation. So, for the function f(z) = g(z)h(x):

P2 2oy My e, [ () M0 40— gy [ (0042 ) o

To make this easier to remember, it can be shortened to [ gdh = gh — [ hdg. Make sure you
understand why this is and how to use it, as we’ll be using it a lot in the chapter on Fourier
series.

In general, integration is tough (tougher than differentiation) and often doesn’t give you nice
solution in terms of elementary functions.

0.4 Powers, logs & bases

In the simple case where an exponent, n, is a positive integer, it specifies the number of times a
variable, b, is multiplied by itself.

a=>5b"
=bx..Xb
——

n times

However, as you will have seen, this definition can be expanded to allow for any exponent
(or “power”) positive or negative, real or complex. The following equations show several
representations of the same number, achieved through manipulating and interpreting its exponent.
Make sure you understand how to convert between each of these forms.

7_§_7_%X7_%_7%_7_%_1_ 1 _<1>2
} TTTEW TR Vm \ 7
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A logarithm (or “log”) is the inverse operation to exponentiation, where b is now referred to as
the base of the logarithm.

log,(a) =n (“Log to the base b of a equals n”)

When dealing with addition or multiplication, we have a clear picture in our mind of what an
equation is asking us to do, but people tend to be less clear with logs, which is perhaps because
they cannot turn the mathematical statements into sentences.

r=2+10
“What is two add ten?”

z=2x10
“What is two lots of ten?”

z = 10?
“What is ten times itself?”

x = log;,(100)

“What power of ten makes one hundred?”

It can also be useful to refer to an “easy to recall” example, such as log;,(100) = 2, to help
you remember how to convert between logarithms and exponents.

N.B. You will often see the expression “In(z)”, which is simply the logarithm with the Euler’s
number, e = 2.718... as its base: In(z) = log.(z). This is commonly referred to as the “natural
logarithm”. We’ll be meeting e again later in the course.

We now need to learn how to manipulate logs:

Rule - Addition
log, () + logy(y) = log,(xy)

Example - We now know that log,,(100) = 2, so clearly log,,(100) + log,,(100) = 2 + 2 = 4,
but using the addition rule this also implies that log;,(100 x 100) = log;,(10000) = 4, which
makes sense, as 10* = 10000.

Rule - Subtraction
T

log, () — log,(y) = log,, (—)

Y

Example - We can see that log,(32) — logy(4) = log,(2°) — log,(2%) = 5 — 2 = 3, but we could
have also arrived at this result by using the subtraction rule, as log,(32) —log,(4) = log,(32/4) =
log,(8) = log,(2%) = 3. You should also notice here that the subtraction rule is just a logical
extension of the addition rule and follows from our discussion of powers at the beginning of this
chapter.



0. Refresher 9

Rule - Powers
log, (z7) = plog,(z)

Example - If you are given the expression —0.2log,(243) you can convert this to an alternative
form where the coefficient is within the log function as follow: logy(243702) = log,(24375) =

logZ(é/%Tg) = 10g2(%)

0.4.1 Change of base

We can re-express log,(z) in terms or an arbitrary base ¢ using the following formula.

o8(0) = (557 ) o)

Example - logg(64) can be express in base 2 as <@) log,(64)

This can be useful for expressing all the terms in an equation in the same base, which makes
manipulation easier. Using the power rule from the previous section, we can also clearly
re-express this in the following manner.

logy () = log, (/%)

= log, ("*=®/x)

Example - logy(z) can be express in base 3 as logs(z)/logs(9) = logs(x)/2 = logs(v/x)

0.5 Engineers love

0.5.1 Unit comparisons and dimensional analyses

Rather than looking at equations as just a collection of abstract numbers and symbols, engineers
are usually attributing some physical meaning to them. This means that each term may have
units. Furthermore, each term may be higher dimensional than a simple scalar (e.g. 7) and
could be a vector (e.g. [3, 2, 4] or matrix, [1, 2; 5, 3], etc. ).

Crucially, only quantities with the same units and dimensions may be added (+), subtracted (-)
or compared (=, <,>). This is very useful as it allows us to quickly assess whether a problem
has been correctly stated and frequently to spot ways to simplify an expression. Also, it means
you have less to remember as you can always check the units to see if, for example, your fraction
is the right way up.

Think of the following equation of motion, where s is distance, u is speed and ¢ is time.
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s = ut + 0.5at’ units — [m] = [—] [s] + [?7][s?]

Just by simple comparison of the units, you can tell that the a term must have units of [S%]
and therefore be an acceleration term.

0.5.2 Order of magnitude approximations

Another crucial engineering skill is “order of magnitude analysis”, which is essentially a method
for simplifying equations by ignoring certain terms.

Consider the expression y = “%1 If you were told to evaluate this expression only for values
of x >> 1 (i.e. x much larger than 1), it would be reasonable to forget about the 1 and say
y ~ 1/x. This kind of approximation is typically what we might call a “back of the envelope”
calculation.

In complicated equations, such as the Navier-Stokes equations which describe viscous fluid flow,
often the first step in their analysis is to work through each of the terms and determine which
are small enough to be ignored - this is just the kind of thing engineers love and you’ll be doing
plenty of it on this degree!

We also have some special notation to characterise the “order of magnitude”, O(x), which we’ll
be putting in to use in the chapter on power series approximations.

0.5.3 Curve sketching

Although the whole next chapter is about curve sketch
(as it’s such an important topic), you should all have

covered various simple transforms that enable you to |~ f (z)
shift and stretch a curve on the plane. — f(z+a)
— f(z) +a
Study the adjacent figure and make sure you can see f(ax)
how the constant a (assuming a > 0) transforms the af(x)

original black curve to the four new curves shown.

/N

Conclusion

If anything we covered in this chapter was new to you

(or old... but still mysterious), then please let someone Transforms of a cubic function,
from the teaching team know and we will do our best using a constant factor a > 0.

to get you up to speed. Alternatively, if you are feeling

confident enough to have a look online, then there as so many wonderful resources available to
help you - Khan Academy is an excellent place to start with high school topics like these.


https://en.wikipedia.org/wiki/Navier-Stokes_equations

Chapter 1

Functions

In many ways this is the most important chapter of the course - if you are able to sketch and
manipulate functions with confidence, then all the other methods we will discuss will be much
simpler. Ultimately, sketches in general are just diagrams designed to convey some specific bits
of information whilst not worrying too much about others - function sketching is no different.

1.1 Curve Sketching

When sketching a curve, there are several key features which need to be considered.

1. General Shape

2. Intercepts (z =0 and y = 0)
3. Asymptotes

4. Stationary Points (£ = 0)
5. Inflection Points (3272 =0)

6. Domain and Range

1.1.1 General Shape

It is very useful, before you start calculating any of the specific features, to have a picture
in your mind of roughly how the curve should look. The following four plots are to help you
remember some common functions that you should be familiar with. Put your finger over the
colour indicators in the legend and make sure you can pair up the curves with the functions.
Apologies for how busy each figure is, but this is the best way to see the patterns!

11
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Figure show the effect of varying the index of variable.

Natural functions, illustrating that inverse functions can be constructed with simple reflections across
the line y =«



1. Functions and sketching
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1.1.2 Intercepts

Once the general shape has been established, it is then often useful to be able to label certain
points of interest. If you are given an explicit equation (i.e. in the form y = f(x)), then a trivial
point to find is the intercept of the vertical axis. This is evaluated by setting the independent
variable to zero.

Example - For the curve y = 323 — 47z + 9, the y-intercept occurs at y = 3(0)®> —47(0) +9 =9

The points at which the curve crosses the z-axis are called roots. For some simple equations,
they can be found by inspection.

Example - The root of the curve y = ””w—_zl, can be found by considering when the function
would equal zero. This will occur only when the numerator of the fraction is also zero; therefore,
we need only solve z — 1 = 0, giving us x = 1.

For some other functions, we must first rearrange the equation to a form that yields the roots.

Example - The roots of the curve y = 22 + 4z — 21, can be found by first factorizing the
equation to the form y = (x — 3)(x 4+ 7). In order to solve this equation at y = 0, we must find
the two values of x that cause each of the bracketed terms to be zero. Therefore, the roots
occur at x = 3 and x = —T7.

Furthermore, the roots of all equations of the form y = ax? + bx + ¢ can be found using the
familiar “quadratic formula”.

. —b+Vb? — 4dac

2a

However, there remain many equations which cannot be tackled with any of the above methods.
Consider, for example, the function y = 232 — 2 4+ 7. To find the roots in this case we are forced
to employ numerical methods, which are discussed in a later chapter.

1.1.3 Asymptotes

An asymptote is a straight line that is contin-

ually approached by a given curve, but does

not meet it at any finite distance. Asymptotes

can be vertical, horizontal or oblique (slanted), __________._ /21
as illustrated in the following figure.

If a function can be expressed as a fraction,
then a vertical asymptote will occur when the
denominator equals zero. Also, if the degree of
the numerator is one higher than the denom-
inator, it may also have a slant asymptote.

---------- %) S

—y = tan"'(x)
I

Two horizontal asymptotes
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Example - For the equation y = %21”, there is an easy to spot vertical asymptote when the

denominator of the fraction equals zero (i.e., at x = 1).

However, notice that the degree of the numerator is

higher than that of the denominator, which means
there may also be a slant asymptote. The next
step is to perform algebraic long division.
—3x -3
z—1) — 322 +2
3x2 — 3x
-3z 42
3z —3
! — y = =2
Which tells us to expect an asymptote on the line y= _E’zl_ 3
y = —3x — 3. Now that we have our slant asymp- B

totes, we should think about whether our function
will be above or below this line. Perhaps the sim-
plest way of doing this is just to sample the pair of
points either side of x = 1 and see if they are positive or negative.

Vertical and slant asymptotes

1.1.4 Stationary Points

Stationary points are where the gradient of a curve is zero. They can be found by differentiating
the function and finding the values of  where the differential is zero.

Example - Differentiating the function y = 2 + 2% — 8z — 7, gives the expression g—fc =
32%+2x — 8 = (3x —4)(x + 2). Stationary points occur at (3x —4) = 0 and (z +2) = 0, yielding
r=4/3 and v = —2.

If the gradient of the function changes sign at the

stationary point, then it is called a “turning point”. B *3 5 oo

It is also possible to determine whether a turning L y=a+ 255 —8x =7
. /

point is a local maximum or minimum by differ- L Yy =3x"+2x—38

entiating a second time and evaluating the second

differentials at each turning point. If the second / \ /

differential is positive, then the point is a minimum :
and vice versa.

Example - Differentiating the function y = 23 +
2?2 — 8z — 7 twice yields 4 = 6z + 2. Taking the
stationary points from the previous example, we
find that evaluating the second derivative at the
stationary point x = 4/3 gives 6(4/3)+2 = 10, so it
is a local minimum, and similarly at the stationary
point x = —2 gives 6(—2) +2 = —10 so it is a local
maximum.

R X OF N

Plot showing a polynomial, its derivative and
the stationary points.

If the gradient of the function does not change sign at the stationary point, then it is called
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a point of “horizontal inflection”. Inflection points are discussed in the next section, but to

visualise a curve with a stationary point that is not a turning point, think of the function y = 3.

Finally, if you’d like to evaluate the y-coordinates of stationary points, simply substitute their
z-coordinate back into the original equation (this might sound obvious, but people do forget!).

1.1.5 Inflection Points

An inflection point is a point on a curve at

which the sign of the curvature (i.e., the concav- 3 .
ity) changes. Inflection points may be station- —y:x”—i—x —8r —7
ary points (e.g. the function y = =x3), but do [ Y =6m+2

not have to be and they are not local maxima

or local minima. They can be located by find- %
ing where the second derivative of a function equals \
Zero. ‘

Example - Differentiating 2the function y = 2® +
. . d .
2 — 8 — 7 twice yields 74 = 62 + 2. Setting pjoy showing a polynomial, its second

this to zero, we find that 6z + 2 = 0, which gives derivative and the inflection point.
r=—1/3.

1.1.6 Domain and Range

The domain is the set of all z coordinates that have a corresponding y coordinate.
The range is the set of all y coordinates that have a corresponding x coordinate.

They can be expressed using set notation, where square

brackets “[ |” signify that the point is included and round '
brackets “( )" signify that it is excluded. By convention, — flz) =5
infinities are consider to be excluded. If our domain has

multiple regions, separated by discontinuities, then we

can express this concept using the union symbol “U”.

Example - For the function y = 3;—2’“", as shown in

fig. 1.9, there is an asymptote at x = 0 and the global
minimum (i.e., the lowest point) occurs at the coordi- —L e N ——
nate (6, —). We can therefore express the domain as

12
(—00,0) U (0,00) and the range as [33, )

Plot of asymptotic example function
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1.1.7 Log axes

One application of logs that you will encounter frequently as an engineer is plotting graphs
where one (“log-linear”) or both (“log-log”) of the axes use a log scale. For example, a log-linear
plot might be required when the independent variable causes the dependant variable to range
over multiple scales; whereas, the log-log plot can be used to extract “power law” relationships
(such as growth). The following figures plot the same three functions in each of the three graphs.

100 %
— e 10% 5 — In(e®) | 14
e? | 80 T 62 In(e?*)
—e” “ — In(e¥?)
e nie 19
+ Y 1]
— P 60 eV |10 — In(2°)
40 | —
. . . _‘2 _‘1 2
20 | -2 -1 2
: ‘ : ; 1 —9
-2 -1 1 2 107+
Linear axes plotting natural log
Linear Cartesian axes Semi-log axes in base 10 of the functions

The left figure shows the functions on linear axes with which you are familiar. The middle
figure, plotted with a semi-log (base 10) y-axis, makes the first two functions into straight lines.
Finally, in figure on the right, by plotting the log of the functions in the appropriate base (in
this case base e), allows the coefficient of the power to be directly measured from the graph as
the gradient for the first two functions, but not for the last.

Log-log axes

In the case of log-log axis, perhaps the easiest way to see
whether a function will be a straight line is to take the log
of both sides of you expression and then make the following
substitution.

X =log(z) & Y =log(y)

And then check if this substituted function is itself lin- 1 9
ear. For example, considering the function y = 722 and 108
then taking logs (any base is fine) of both sides, we get 7

log(y) = log(7z?) = log(7) + log(z?) = log(7) + 2log(x). 72 1102
Now, making the above substitution, we get Y = log(7)+2X. 9
Remembering that log(7) is just a number, we see that our + 101

new expression matches the form y = ma + ¢ and so must

be a straight line on a log-log scale. ‘ !
8 8708 1071 10!




Chapter 2

Vectors

When you first start learning maths at school, you immediately encounter “scalars”, which can
be formally described as a number with a “magnitude, but no direction”... or less formally as
just a number. However, as the formal definition suggests, we have ways of expressing multiple
associated concepts in a single object and the most simple of these is the vector. Perhaps the
most common example of the difference between a vector and a scalar is that between speed
and velocity. If we say that a car is travelling at 20 km h™!, this is a scalar, but if we say it is
going 20 km h™! due North West, we have a vector. Vectors can also be thought of as a list, in
which the order of the contents matters.

In this section of the course we will introduce some formal mathematical notation and rules
for the manipulation (addition, multiplication, etc.) of these vector quantities. It is often very
useful to represent vectors and their associated processes as lines on a 2D plane, to reinforce
the underlying theory with a physical intuition. However, when the problem is in 3 (or more)
dimensions, illustrating these concepts can become very difficult and you will have to rely on
the rules you learned in 2D. Several different notational styles can be used with vectors, beyond
the explicit coordinate representation (v, vs,v3), such as

U1
Underlined : v Bold lower case : v Column :  |vy
U3
. _— — . ~ 2~ T
Arrow over points : AB Vector arrow : v Unit vectors : v11+ v9] + v3k
AZ—a)r(is
z
2.1 Co-ordinate geometry
L P(xy.2)
P
The theory of co-ordinate geometry is very closely associated 0 f/ y  Yaxis
with vectors, so let’s start by discussing the adjacent 3D )
illustration in x, y, z-space. Here you can see a vector from « y
the origin to point P(z,y, ﬁ You can calculate the length / }
(or magnitude) of the line OP using Pythagoras theorem. X-axis

RN
|OP| =1 = /2% 4+ y? + 22

18
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You can also use trigonometry to work out all it associated angles.

ZPOx = arccos(x /1)
ZPOy = arccos(y/r)
/ZPOz = arccos(z/r)

Importantly, if two vectors have the same length and the same direction, they are identical.

2.1.1 Unit vectors

A vector whose length /magnitude/modulus is 1, (i.e., |[v| = 1) is called a “unit vector” and is
often written with a little hat, ©.

It is sometimes convenient to describe vectors in terms of these
unit vectors and corresponding coefficients. The unit vectors
oriented along the three orthogonal Cartesian axis are

~

1=(1,0,00 j=(0,1,0) k=(0,0,1)

You can also find the unit vector of any arbitrary vector by
dividing it by its own magnitude (e.g. a = %)

This concept makes vector addition straightforward, as we simply

add each direction separately. For example, if we wanted to find the “resultant force”, c, when
the two forces a = 31+ 2] — 1k and b = —11 — 2j + 4k are both applied to the same point, we
just add each component to get ¢ = 21 + 3k.

Another classic real world example is to imagine a boat trying to cross a river from West to
East. Its motor allows it to travel at a speed of |b| =4 m s™! relative to the water and the river
is flowing from North to South at |r| = 3 m s™! relative to the land . By first converting these
two pieces of information into vectors, we can then add them together and find the velocity of
the boat relative to the bank. By taking East to be in the direction of 1 and North to be in the
direction of j, we can rewrite the problem as b = 41 and r = —3j. So, the velocity of our boat,
v, must be v =b +r = 41 — 3j, which can also be described as a speed of 5 m s™! at a bearing
of 127°, relative to the land.

2.1.2 Basis vectors

This is a big topic in its own right, but it’s worth just mentioning it as a follow on from the
previous section. As we saw above, you can think of the vector (a,b) in terms of the scalar a
multiplied by the unit vector 1 and the scalar b multiplied by the unit vector . What’s interesting
to consider is that we tend to implicitly assume the use of 1 and j as our basis vectors in 2D, but
we don’t have to. We could, for example, choose the vectors v =1+ 3j and @ = 21 — J as our
basis and still be able to reach every point on the 2D plane using linear combinations of these
two vectors. For example, in our ¥, @ basis, the vector (3, —1) is equivalent to 30 — w = 1+ 10j.

However, if we mistakenly choose a pair of basis vectors that were parallel, we would no longer
be able to access the whole 2D plane, but just a line instead (no better than just using a single
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vector). The region accessible by the linear combination of vectors is called the “span”. If two
vectors are parallel, it means they are pointing in the same direction, but their lengths can be
different. This means you can write the expression ¢ = Ab and find a value for lambda. If A > 0
they are parallel, however if A < 0, they are “anti-parallel”, which means they are pointing in
exactly opposite directions.

2.2 Vector multiplication

There are three methods of vector multiplication that we will cover in this course, which we
will consider by applying them to the vectors a = (1,2,3) and b = (4,5,6). They are stated
concisely below (without engineering context), just to have them all in one place.

aob - Entrywise product or Hadamard product - This is where you multiply each pair
of terms in the two vectors to yield a new vector: aob = (a1by, asby, azbs) = (4,10, 18) (NB.
Can only be performed on vectors of the same size and returns a vector of the same size).

a*b - Dot product or Scalar product or Inner product - This is where you first perform
the entrywise product and then add all the terms in the resulting vector together: a«b =
aby + asby + agbs =4+ 10 + 18 = 32 (NB. Returns a scalar).

axXb - Cross product or Vector product - This is where you find the difference of the
products of the cross matched terms either side of the current index (explained again below!):
axb= (agbg — &3bg,a3b1 — albg,ale — a261> = (12 — 15, 12 — 6,5 — 8) = (—3,6, —3) (NB
Returns same size vector and only possible with 3D vectors (or 7D, but we won’t be using
these!)).

You can now blindly apply these three definitions without much difficulty, but if we take a closer
look at the dot product and cross product, we can start to understand what they mean.

2.2.1 Dot product

The dot product can be thought of as a kind of directional multiplication,
where for a pair of vectors, the products of their components in each
dimension are found and then added together. Perhaps the most intuitive
way to understand the dot product is through the concept of projection, .
where we relate any two vectors by the shadow they cast on each other if a \/' .,
light was shone orthogonally to the vector being shadowed (NB. a<b = b-a).

Thinking about this in terms of trigonometry, as each shadow’s path is %
perpendicular to a vector, they must form a right angled triangle. This

means we can now write down the standard definition of the dot product in terms of the angle,
0 between the two vectors; however, I think the interpretation of this concept becomes clearer
when it is rearranged slightly

rearrange a b ~
_

a-b = |a||b| cos(0)
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such that, after cancelling out the magnitude of the two vectors, you are just comparing the two
corresponding unit vectors, giving you the angle between them. One of the most useful features
of the dot product is as a convenient test for orthogonality (and therefore linear independence),
which can simply be represented as when ¢ = 90°. Tt follows that because cos(90) = 0, then
a - b must also equal zero if a and b are at right angles to each other.

2.2.2 Cross product

There are two key applications of the cross product that you are
likely to encounter as an engineer. Firstly, as a method for calculat-

ing rotational effects (such as moments) and secondly for calculating b

parallelogram areas. NB, unlike the dot product, the result of a n o Rt
U4

cross product is a vector. /

When dealing with moments, imagine a lever, a, connected to the

origin, being acted on at its tip by a force vector, b. When you

look at the diagram, this can seem a bit confusing because both vectors are coming out of the
origin, as this is how they will be typically represented; however, the diagram also shows you a
dashed line of what this physical interpretation is implying. So, because a and b are clearly not
orthogonal (i.e., 8 # 90°), only some of the force will be converted into a rotational moment.
This moment is represented as a vector normal to the plane described by a and b, with the
direction implying the direction of rotation according to the right hand rule. There are two
things to notice here, firstly that the order now matters (i.e., a x b = —b x a) and secondly if

¢ = 0, then the cross product is zero, which makes sense as there will be no rotational moment.
(NB.ixj=k).

For area calculation, you simply imagine a parallelogram contained
by two pairs of the two vectors, all connected up! NB, to help
visualise, we show the arrows connected as if adding, but they may
have different units, so the sum is meaningless.

Once again, a more general interpretation of the concept is shown
through the same simple rearrangement we used for the dot product.
The cross product of two unit vectors gives you a new vector in the
direction normal to their plane with a length equal to the sine of their angle.

rearrange a b

= x — =axb=sin(d)n
la| b

a x b = |a||b|sin(f)n

2.2.3 Triple scalar product

The last case is simply a combination of the dot and cross product,

typically referred to as the triple scalar product. For the vectors a, b T -
and c, the triple product will give you the volume of the parallelepiped ) ,_,_'_’_'___,/"
mapped by the three sets of parallel edges made from the three vectors.

Clearly, if a, b and c are not all linearly independent, then the volume P

will be zero. Notice the order of the dot product doesn’t matter, but =
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the cross product does!

(axb)ec=c:(axb)=—-(bxa)sc=a-(bxc)=(cxa)+b

2.3 Vector equation of a line

If we are going to represent the world with vectors, we're some-
times going to need to define lines or planes that do not pass
through the origin. Imagine, for example, that we define the ori-
gin as the location of a telescope and want to model the motion
of a passing asteroid... hopefully one that doesn’t pass through
the origin!

Consider the line in the adjacent figure that goes through points
A and B. We can describe the direction of this vector by noticing
that AB = OB — OA. This allows us to write an expression for
the family of vectors which take us to every point on this line

alternatively

—\ -\ —\ -\
P=0A+ )\AB P=0B+ kAB
where A and k are just scalar parameters. It’s important to realise that these two equations
both describe the same black line, and whats more we could have picked any point that touches
this line to construct an expression. Notice, however, that for the first formulation, when A = 0
we’re at point A, whereas when k = 0 we’re at point B. Similarly, at A = 1 we’re at point B,
but when x = 1 we’re somewhere on the black line to the right of B. To get to A in the second
formulation, we’d need k = —1.

If we wish to interpret our line as the sequence of points traced
out by an asteroid, then we can call our initial position ry and
our velocity v. For a constant velocity model, we can simply add
the vector of the starting location, to the product of the velocity
vector and the time.

r=rg+itv

Now that we have the engineering interpretation, we can use some
of the methods that we learned above to solve engineering problems. A radar station is tracking
a high speed vehicle. When it’s first spotted, it is at position (32, 45) km relative to the station.
One minute later, the vehicle is at position (29, 41) km from the station. What’s the vehicle’s
speed?

The vector representing the distance between the two obser-
vations is (29,41) — (32,45) = (—3,—4) km, so the magni-
tude of this vector is the scalar distance travelled, |(—3,—4)| =
V/(=3)%2 4+ (—4)2 = 5 km. If this distance took one minute, then
the speed of the vehicle must be 5 x 60 = 300 km h~!. We can
now also write a vector expression for the vehicle’s location.

o= [+ [ 2]
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where the position vector r is measured in kilometres and the time ¢ is a scalar measured in
hours. Assuming that the jet maintains a constant velocity, we can also find the minimum
expected distance between the vehicle and the station. This will occur when the vehicle’s
location vector relative to the radar station, r, is orthogonal to its velocity vector (see the green
and black lines in the figure above). One way to think about this is that the vehicle is at its
closest when it’s drive has to look out her side window to see the station.

We can construct an expression for this using the dot product, which should equal zero when

0 =90°.

—240 45 — 240t —240
= —16560 + 90000t = 0

I'min * [_180} = {32 B} 180t] . l—180] = —5760 + 32400t — 10800 + 57600t

So, 16560 = 90000t meaning that the vehicle will be closest to the station at ¢ = 0.184 hours
after its initial sighting

32 ~180] _ [~1.12
o {45} 018 {—240] B [0.84] = |Tmin| = 1.4 km

2.3.1 Equations of planes

As we saw in our section on the cross product, we can define the orientation of a plane using just
one vector (the normal vector). However, following on from our discussion on basis vectors
we can build an alternative description that allows us to access each point on this plane more
directly using two vectors, as long as this plane passes through the origin. Furthermore, as
with the equation of a line, if we’d like to describe a plane that doesn’t pass through the origin,
we are going to need three vectors.

Perhaps the simplest way to think of an expression for a plane
is by first writing the equation of a line and then adding another

term which is just a second lirﬁ with iti own scalar parameter B
p (NB. This is only a plane if AB and AC are not parallel). © A
b /o
a

—\ -\ —\
P =0A+ \AB+ pAC <
O
You canéthink of this as startiﬁ at point A and travelling \ steps
along AB and u steps along AC.

Alternatively, you can think of the equation ofﬂ plane (more standard definition) by considering

the fact that an arbitrary line on the plane, AB=(b-a), must have a dot product of zero with
the normal to the plane, n, (i.e., they must be orthogonal).

rearrange

(b—a):n=20 b:n=a-n
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If we assume that the coordinates of a are fixed, but we let b move around the plane to the
allowed values of x, y and z, then we can re write the expression in Cartesian form as

ar+ By +yz=p
where p is the dot product of our fixed point, a, and the normal, n.

For example, let’s now find the equation of a plane that passes through the points A=(3,2,0),
B=(1,3,-1) and C=(0,-2,3).

—\ —\
Clearly, the lines from AB=(-2,1,-1) and AC=(-3,-4,3) must both be parallel to the plane. So,
using the cross product, we can calculate a normal vector to the plane

—\ —\
n=ABx AC =(-2,1,-1) x (—3,—4,3)

i -2 -3
—det | |] 1 —4|]=0B-41+B+6)j+(8+3)k=(-1,9,11)
k -1 3

So, our plane equation can now be written in the b+n = a+n form.
be(-1,9,11) =(3,2,0)+(-1,9,11) = -3+ 18+ 0 =15
Therefore, (x,y,z)+(—1,9,11) = 15, which can be written —z + 9y + 11z = 15

You can check that this is correct by substituting the original points and making sure that they
all satisfy the equation.

This is about as far as our discussion of vectors can go without introducing matrices (I already
sneaked the determinant in above... if you don’t know what this is then check out the following
chapter!).



Chapter 3

Matrices

What is a Matrix?

A matriz is a rectangular array of elements. These elements could

be anything, but they are usually numbers when we discuss them 1 3 0
as engineers. The core idea of matrices is ordering, by which 92 8 9
we mean that the location of each element in our matrix tells 4 0 —1
us something about it. Compare a shopping list, which is an % 0 117

unordered vector where the location of each item on it doesn’t
really matter; to a digital image, which is a matrix of numbers representing colours, where
clearly the location matters a lot!

The above matrix is a 4x3 matrix, i.e., it has four rows and three columns, so 12 elements in
total.

We use matrices in mathematics and engineering because often we need to deal with several
variables at once - e.g. coordinate vectors, as we saw in the previous chapter are a type of
matrix which only has either a single column or a single row. In the following chapter on “linear
transformations” we’ll see a particular interpretation of the structure of a matrix relating to
operations that transform vectors, but in this chapter we're simply going to lay out the language
and start building up a toolbox.

It turns out that many operations that are needed to be performed on coordinates of points are
linear operations and so can be organised in terms of rectangular arrays of numbers (matrices).
Then we find that matrices themselves can, under certain conditions, be added, subtracted and
multiplied so that there arises a whole new set of algebraic rules for their manipulation

In general, a matrix ‘A’ with dimensions of (n x m) looks like:

a1 a2 a13 e a1,m—1 a1,m
21 22 23 ce a2 m—1 a2.m
a3 a32 a33 ce az m—1 a3 m
A= . .
Gp-11 Ap—12 Gp-13 ... Op-1m—-1 Apn—-1m
Qn,1 Qn,2 an3 s Anm—1 Qnm

25
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It is convention to denote entries within a matrix a;;, where ¢ denotes the row and j denotes
the column, also a capital letter is typically used to define the matrix itself.

The following sections describe methods for calculating various matrix operations; however,
since the advent of modern computing, no one does this by hand any more... So you might
wonder why we’re going over it! The answer is partly so that you know what’s going on in the
machine and partly to make you appreciate how incredible computing power is!

3.1 Matrix Operations

3.1.1 Addition

It is possible to add two matrices together, but only if they have the same dimensions. We
simply add the corresponding entries to form a new matrix of the same size:

1 3 0 4 0 1 5 3 1
-2 8 2 0 -8 3| [-20 -1
40 1|5 1 2|79 1 -3
0 117 : 1 =50 1 1 67

If two matrices do not have the same dimensions they cannot be added, or we say the sum is
‘not defined’.

3.1.2 Multiplication or “Rows times cols”

When multiplying matrices, keep the following in mind: if the number of columns of the
first matrix equals the number of rows of the second, then you can proceed. The process for
multiplying is as follows: to find entry (n, m) of the resulting matrix, take row n of the first
matrix and column m of the second matrix and then find the sum of the product of each pair of
entries (i.e., the dot product). For example:

1 2\ (5 6 7\ [((Ix5)+2x8 (I1x6)+(2x9) (I1x7)+(2x0)
(3 4) <8 9 O)_<(3><5)—|—(4><8) (3% 6) + (4 x 9) (3><7)+(4><0))

(21 24 7
—\47 54 21

Symbolically, if we have the matrices A and B:

a1 a12 a13 e a1,m b1 bg b3 Ce bl,q
21 22 23 ce a2 m ba bao bas cee bz,q
a3 a32 a33 ce a3,m b3, bsa b33 cen b3,q
A= & B=
an-1,1 Gp-1,2 an-13 --- G(n-1m bpfl,l bp71,2 bp71,3 e bpfl,q

an1 an2 an,3 . Ap,m bp,l bp’g bp73 e bp,q
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Then the product AB is given by:

m m m

22-:1 ai;bin Zizl aibin ... Zizl alibiq
m m m

AR — Doimy G2ibin YTy agibip oo D00 azbig
m m m

Zizl am'bil Zizl am'bi2 cee Zizl anibiq

Where 7" | ay;b;1 stands for a11b11 + a12ba1 + ar3bs1 + - - - + a1nbpy, ete. Note that we must have
m = p such that the number of columns in the first matrix must equal the number of rows in
the second; otherwise, we say the product is undefined.

The quick way to check whether a sequence of operations is allowed for matrices of different sizes
is the following. Simply write down their dimensions as “rowsxcols” and check that, wherever
two adjacent matrices are multiplied, the adjacent dimensions are the same. Consider:

A=(2x%x3)(3x5)(5bx1)(1xT7) & B=(2x4)3x5)(5x1)(1x7)

The operation for A would work and the dimensions of the resulting matrix are those at the
outer most of the operation, i.e., (2 x 7), whereas the operation for B is undefined.

3.1.3 Scalar Multiplication

Another form of matrix multiplication is called scalar multiplication. This involves simply
multiplying each entry of the matrix:

12 0
3(4 1 —2)

I
VR
=
DO o
w
|

mo
~__

3.2 Rules of Addition and Multiplication

There are rules which matrix addition and multiplication obeys:

Associative Addition (A+B)+C=A+(B+C)
Associative Multiplication (AB)C = A(BC)
Commutative Addition A+B=B+A
Non-Commutative Multiplication AB # BA

Distributive A(B+C)=AB+ AC

Moving Constants A(AB) = \(AB)
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Example - Consider the following matrices:

A—G g) B—(Zl —42>’ C‘@

Non-commutative behaviour can clearly be shown by comparing AB to BA:
AB — 1 0\ /-1 4\ [((Ix-1)+(0Ox1) (I1x4)+(0x-2)\ (-1 4
S \3 2 1 -2/ \Bx-1)+2x1) Bx4)+(2x-2)) \-1 8

m= (3560 = (e W) (5 )

Noting that (A + B)C = AC + BC.

3.3 Transpose

Another operation on matrices is the transpose. This reverses the rows and columns, or

equivalently, reflects the matrix along the leading diagonal. The transpose of A is normally
written A?, thus:

ail ai2 ais . a1m—1 aim
a21 a22 az3 cee a2 m—1 a2.m
azi az2 ags cee a3 m—1 a3 m
A=
ap—-1,1 0OGp—-12 4n—-13 ... 0an-1m—1 dn—-1m
Gn,1 an,2 Gn,3 cee an,m—1 Gn.m
ai1 a21 a3l cee Am—1,1 Qm,1
a12 a22 az2 cee Am—1,2 am,2
At _ a13 a23 a33 cee am—1,3 Gm,3
Aln—1 A2n—1 AaA3n—-1 --- Am—-1n—1 Oamn—1

a1,n a2 n a3 n <. m—1,n Qmn
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Note that the transpose of a (n x m) matrix is a (m X n) matrix.

Example

3.4 Square matrices

3.4.1 Identity Matrix

A square matrix is a matrix with the same number of rows as columns, i.e., (n X n). There
are a number of special square matrices, however, a particularly important one is the ‘Identity
Matrix’. This matrix fulfils a similar role to the number ‘1’ in calculations such that multiplying
a matrix by the idenity matrix results in no change to the matrix:

Al = A and I, A=A

The identity matrix is a (n X n) matrix with the number one across the leading diagonal and
zeros in every other position:

s I4><4 = ete....

1

1 0
Iyyo = , I3z =10
01 0

o = O
— o O
o= O O
_— o O O

o O O
o O = O

Whereby the size (n x n) of the identity matrix is generally inherited from the other matrices
involved in the operation unless otherwise stated.

Example - Let:

a=(3 ) 1= (3 1)
(D6 D - (G Gt -6 )

a=(0 G- (G -6 )

Showing that matrix A has not been altered.
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3.4.2 Determinants

The determinant is a property of a square matrix and is a scalar number defined by the entries
within the matrix. It is very useful for calculating ‘how much larger’ (or smaller) a linear
transformation has changed the original value (we’ll be talking about this in the next chapter,
don’t worry for now!). The determinant of a matrix A is denoted as either det(A) or |A|.

Calculating the determinant of a (2 x 2)-matrix

Calculating the determinant of a (2 x 2) matrix is a trivial process. For a matrix A:

a b
4= (c )
The determinant is simply the multiplication of a x d followed by the subtraction of b x ¢:

det(A) = |A| = ad — bc

Example - Consider the following:

da(?i)=@x5%ﬂ3xnz7

det (_31 _26) =(-1x—-6)—(2x3)=0

Minors and Cofactors

Before calculating the determinant of larger matrices the concept of minors and cofactors must
be introduced.

Minors - Let A be a (n X n)-matrix:

a1 Q12 a13 ce a1n-1 a1n
a21 22 23 e a2n—1 a2.n
a31 32 33 e a3 n—1 a3 n
A= .
ap-1,1 Ap—-12 Gp-13 ... Gp_1n—1 Qn—1n
Gp,1 Qp,2 Qn,3 cee Apn—1 Apon

Then, the minor m,;, for each i and j is the determinant of the (n — 1 X n — 1)-matrix obtained
by deleting the i'" row and the j* column. If you are left with a (2 x 2)-matrix the determinant
is then taken. For example, in this notation:
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22 (23 e a2, m—1 a2m
a32 as3 ce a3,m—1 asz m
mip = : :
an—-12 Ap-13 ... Ap—1m-1 An—1m
an 2 an,3 s Qpm—1 An.m
12 a13 cee a1,m—1 a1m
a3z ass cee az m—1 azm
ma1 =
Gp-12 Apn—13 .- GOGp—1m—-1 Qan-1,m
Ap 2 an,3 cee Qpm—1 Apm

Example - The minors of the matrix A:

2 1 -1
A= 0 4 3
-5 0 =2
4 3 0 3 0 4
mi1 = 0 -2 = -8 mio = 5 _9 =15 my3 = 50 =20
1 -1 2 -1 2 1
M=y g =72 M2 =g _g| =Y M= g g [0
1 -1 2 —1 2 1
m31:4 3 =7 ma2 = 0 3 =6 maz = 0 4 =8
Cofactors

The numbers called ‘cofactors’ are almost the same as minors, except some have a minus sign in
accordance with the following pattern:

The best way to remember this is as an ‘alternating’ pattern of positive and negative signs.
Combining the minors from the previous example with this grid we get the cofactors:

ci1 =mq = —8 clg = —myy = —15 c13 = myz = 20
Co1 = —Mgy = 2 Cog = Moy = —9 Co3 = —Mg3 = —H

c31 =mgz =7 C3g = —Mgy = —6 C33 = mg3 =8
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Calcluating the determinant of a (3 x 3)-matrix

In order to calculate the determinant of a (3 x 3)-matrix, choose any row or column. Then,
multiply each entry by its corresponding cofactor, and add the three products. This gives the
determinant.

Example - to show that any row or column may be used take matrix A:
2 1

A=10 4 3
0

Using the top row:

a1 =2 mi1 = 4 3 C11 = 4 -3
0 =2 0 -2
a11C11 =2 ‘3 :g‘ = (2 X —8) = —16
a19 =1 mia = 0 3 Ci2 = 0 -3
-5 —2 -5 —2
a12C12 =1 ‘_05 :g‘ = (1 X —15) = —15

ais = — 1 mi3 = 0 4 Ci13 = 0 4
-5 0 -5 0
a13613:—1' 0 4‘ = (—1 ><20):—20

Or more succinctly:

det A = ayic11 + araci2 + arzciz = (2 X —=8) + (1 x —15) + (—1 x 20) = =51

Using the second column we can see the outcome is the same:
det A = ajac12 + agacas + azaczz = (1 x —15) + (4 x —=9) + (0 x —6) = —51

Although it doesn’t matter which is chosen, it is common for the top row to be chosen. Note
that it is not necessary to work out all the minors (or cofactors), just the three necessary!



3. Matrices 33

The entire process above is neatly summarised in

the adjacent diagram for a 3 x 3 matrix. It’s mas- ° Z °

sively faster, so please make sure you understand

what it’s asking; however, it’s still important that ’ " I

you understand the above so that you can tackle — - - + + +
larger matrices. det(A) = aei+bfg+cdh—ceg—afh—bdi

Finding the determinant of an (n xn) matrix

The procedure for large matrices is exactly the same as for a (3 x 3) matrix: choose a row or
column, multiply the entry by the corresponding cofactor and add them up. But of course
each minor is itself the determinant of a (n — 1 X n — 1)-matrix so for example, in a (4 x 4)
determinant, it is necessary to do four (3 x 3) determinants - quite a lot of work... but lucky
you will never have to do this, thanks to computers!

3.5 Inverses

Let A be an (n X n)-matrix, and let I be the (n x n) identity matrix. Sometimes, there exists a
matrix A~! (called the inverse of A) with the property:

AAT L =T=4A7"A

3.5.1 Inverse of a (2 x 2) Matrix

From the above definition, we can simply write down the general case for a 2 x 2 matrix leaving
the inverse matrix as four unknowns.

-1 a b T11 Ti2\ 1 0
AA T =1 then <c d) (1’21 3022)_ (O 1)

And now we’re simply looking to find the 4 values of x in terms of a, b, ¢, & d.

First we can write down the four simultaneous equations generated by applying the matrix
multiplication.

axri + bra; =1
aris + bZEQQ =0
cri11 + dl’gl =0

cx12 + dreg =1

So by rearranging the first equation we can say x1; = 2222 which can then be substituted into

a )
the third equation to give us
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1—bx —c
c ( 21 + dx21 -0 rearrange gy =
a

We can follow the same process for the other three unknown z term. which will yield the
following expression

—1 ( d —b ) re-express -1 ]- ( d _b)
A — a(ibc ad(;bc R TN A —
ad—bc  ad—bc det(‘A) —¢ a
To check that our results is right, we can just multiply it back through by the original matrix:

1 d —=b a b
1 .
A XA_ad—bc(—c a><c d)

B 1 da —bc db—bd
" ad—be \—ca+ac —cb+ ad

B 1 ad — bc 0
"~ ad — be 0 ad — bc

:<(1) (1]):[

3.5.2 Inverse of (3 x 3) matrices (or higher)

We can follow the same process of simultaneous equation solving for 3 x 3 matrices and generate
an explicit equation for the inverse; however the equation is complex, so it’s typically easier
to remember an algorithm for its calculation rather than finding it directly and this algorithm
scales to an arbitrary n X n matrix.

Recall the definition of a minor: given an (n x n)-matrix, A, the minor m;; is the determinant
of the (n — 1 x n — 1)-matrix by omitting the i"* row and j* column. Then the cofactor is then
the minor multiplied by the ‘alternating’ positive and negative patterns.

Example
1 0 4
Let A=[1-2 10
3 21
The minors will therefore be:
1 0 -2 0 -2 1
mi =g g =1 m =g =2 Mg =g ol =T
0 4 1 4 1 0
m21—2 1:—8 Moo = 3 1:—11 Moz = 3 2:2
0 4 1 4 1 0
ma =y g = Ma2=|_g o =8 Mas =g g =1
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Meaning that the cofactor matrix will be:

1 2 =7
8§ —11 -2
-4 -8 1
The next step is to take the transpose:
1 8 —4
2 —11 -8
-7 =2 1

Finally we can divide by the determinant (which is -27 in this case) to provide the inverse
matrix:

] 1 8 —4
A‘1:—27 2 —11 -8
- -7 -2 1
Which if we check:
] 1 8 —4 1 0 4 , (=16-12) (0+8-8) (4+0-4)
A*1><A:—27 2 —11 =8| |-2 10 = (2+22—-24) (0—11—-16) (8+0—78)
- -7 -2 1 3 21 (=7+4+3) (0—-2+4+2) (=284+0+1)
L, (270 0 100
:_270—270:010
- 0 0 —27 001

The same procedure works for (n x n) matrices:

1. Work out minors
2. Put in the — signs to form the cofactors
3. Take the transpose
4. Divide by the determinant
Furthermore, an (n X n) matrix has an inverse if and only if the determinant is not zero. So

it’s a good idea to calculate the determinant first, just to see if the rest of the procedure is
necessary.

3.6 Linear Systems

The method of solving simultaneous equations most school students are aware of involves
re-arranging one equation such that it may be ‘inserted’ into the other. Try to solve the two
equations:

2r+y=3 and dr+3y="7
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By rearranging we can calculate the values of x and y:

y=3—-2r = br+3(3—-2x)=7
=2 and y=—1

However, we can use matrices to provide a more systematic approach to solving simultaneous
equations (despite this particular example being solved very simply without using matrices!).
To do so we can re-write the equations in a slightly different way:

2 y\ _ (3
5 3y) \7
Now we can check that the first matrix is equal to the product:
2r+y\ _ (2 1 x
5r+3y)  \5 3] \y
and so altogether we have a matrix equation:
2 1\ (xz\ (3
5 3)\y/) \7
The next stage is to use the inverse of the (2 x 2)-matrix, so let’s calculate that now.

2 1
Let A= (5 3)
e 1 3. -1\ _ (3 -1
(2x3)—(1x5)\—5 2 -5 2
Now, we take the matrix equation above, and multiply by A~!:
2 1 r\ (3
5 3)\y) \7
3 =1\ (2 1\ (z\ (3 —1\/3
-5 2 5 3)\y) \-5 2 7

Then, doing the multiplication:

(b)) - (Ca2s sl

and so x = 2 and y = —1 as required. So, provided we can work out the inverse of the matrix
of coefficients, we can solve simultaneous equations. Finding efficient algorithms for inverting
matrices is at the heart of computer science!
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3.6.1 Larger Systems

The same thing works with 3 equations and x, y and z. Suppose we have:

r+2y+2z2=-1
3y — 2z =2
20 —y+82 =17

Then, the matrix form is, with a row for each equation and a column for each variable:

1 2 2 T -1
0 3 =2 yl =1 2
2 -1 8 z 7

Now, we denote the (3 x 3)-matrix by A and calculate the inverse of A. The minors are as

follows:
3 =2 0 -2 0 3
mi1 = _1 8 =22 mio = 9 8 =4 miy3 = 2 _1 = -6
2 2 1 2 1 2
mo1 = 1 8 =18 Moo = 9 8 =4 Moz = 2 _1 =-5
2 1 2 1 2
mz1 = 3 _9 = —10 mzo = 0 _9 = -2 mz3 = 0 3 = 3
So we get the following matrix of cofactors:
22 —4 —6
—18 4 5
—-10 2 3

We can then calculate the determinant (taking the top row):

det A= (1x22)+ (2x —4)+(2x —6) =22 -8 —12 =2

Then calculate the inverse (by taking the transpose and dividing by the determinant):

L (22 —18 -10 11 -9 -5
A—lz5 —4 4 2 |l=1-2 2 1
-6 5 3 -3 & 32

Now, we return to solving the simultaneous equations, we can multiply both sides by A~

N D =
lCO[\D
—_

|
OOMI\D
N e R
|

|
\][\3,_\

| —
w =
ot |
Ne
wlooHI
t
N O =
|CO[\D
—_
|
OOMI\D
[SEINSI
I
[ 1 =
w N
wlml\:)'
Ne
wlel
Ut
o |
[—
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Given that A=A = I and JA = A, we can show that:

10 0\ [z (11 x =1) + (=9 x 2) + (=5 x 7)
010 y| = (—2x —1)4+(2x2)+ (1 x7)
00 1/ \z (-3x-1)+(Ex2)+3x7

T —64

yl =1 13

- 31

2

Checking this with the original equations we can see that:

37
42y + 22 = —64+2(13) +2(5) = —64 426+ 37 =1
37
3y — 22 =3(13) —2(3) =39 — 37 =2
37
20—y + 8z =2(~64) — 13+ 8() = ~128 — 13 + 148 =7

3.7 Labels

The trace of a square matrix is the sum of the terms along its leading diagonal. The trace of a
matrix is the same as the trace of it’s transpose.

2 1
tr(A)=tr{ 0 4 3 |=24+4-3=3
0

Matrices are often labelled in terms of the distributions of the elements as this can be convenient
for giving you an idea of how to deal with it.

A symmetric matrix is a square matrix that is equal to its transpose; that is, it satisfies the
condition A = AT.

2 1 =5
1 4 0
-5 0 =3

A skew-symmetric (or anti-symmetric) matrix is a square matrix whose transpose equals its

negative; that is, it satisfies the condition A7 = —A.
0 2 -1
-2 0 —4
1 4 0

An orthogonal matrix has the identity ATA = AAT = I, which can be re-expressed as
AT = AL
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A triangular matrix is a square matrix that is either lower triangular or upper triangular. In a
lower triangular matrix, all the entries above the main diagonal are zero. In a upper triangular
matrix, all the entries below the main diagonal are zero.

9
-1

00
LT=1-2 00 & Ul =
4 0 0

o O O
o O Ot

A diagonal matrix is a square matrix that is both upper and lower triangular; that is all entries
outside the main diagonal are zero.

4
0 -2
0 0

A singular matrix is a square matrix that is not invertible. A square matrix is singular if and
only if its determinant is 0.

O O O

det =5+36+24-12-8-45=0

W = =
NI I \)
—_ O W

Conclusions

This is the longest chapter in the DE1-MEM course, but in many ways I hope you can agree
that it’s the most straightforward as it’s just about a set of tools and conventions used for
manipulating matrices. Handy phrases like “rows times cols” will help you remember whether
a multiplication operation is defined, but please rest assured that in the exam (and in your
career!) you will never be asked to simply invert monstrous 5 X 5 matrices by hand, as this
would only test your calculator skills.



Chapter 4

Linear Transformations

This chapter occasionally uses some slightly intimidating/complicated language to describe a
relatively straightforward concept; however, it’s important that you are exposed to the formal
way to talk about these ideas so that you know what to ask the internet when you get stuck!

4.1 Demystifying linear transformations

“Vectors spaces” are simply spaces in which vectors can exist... almost too
simple to bother explaining, but we’re going to refer to them a lot in this
chapter, so it’s important that we’re all starting from the same place! For
example, we can talk about a 1D (one dimensional) vector space existing “in

R” (i.e., in the real numbers), a 2D space in R? or an nD space existing in <
R". The adjacent figures show 1D, 2D and 3D vectors space, each containing
three random vectors.

Definition - Linear transforms obey the following rules: Let V' and W be
vector spaces. A linear transformation (or “mapping” or “map”) from V to
W is a function T : V' — W such that, for vectors v and w and scalars A: "

T+ w)=T)+T(w)

(i.e., transform of the sum is the sum of the transforms) «

T(A\v) = \T'(v) ‘ /

(i.e., transform of scaled vector equals the scale of the transformed vector)

4.2 One dimension "

Let’s start by talking about transformations in R space. Look at the three <

vectors in the top figure on the side of this page. They are actually just
defined by a single number, so really they are just scalars in disguise, but
bear with me! Think about how you might transform the blue vector into the v
red vector? You’d simply multiply it by a scalar, which in this case would be
the number 3. Similar, to get to the green vector, we could have multiplied
the blue by -2. Essentially “scaling” is the only thing you can do in 1D, not very exciting!

40
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4.3 Two dimensions

Things are significantly more interesting in 2 dimensions. As with the 1D
case, we can still apply simple scalings and if that scaling is the same in all A
directions, we can just think about it as a scalar. So, we can transform the
vector @ = (3,2) by a scaling factor of two to 2d = (6,4).

However, we can also represent this process using a (2 x 2) matrix by
multiplying the identity matrix by the scaling parameter;

ona (3) =2 (5 ) ()= 9 () - ()

We refer to the matrix that we apply to our vector as our transformation matriz.

But what if we wanted to increase the width of our vector by a
factor of 2, but the height by a factor of 57 This is still just a
scaling, but more complicated than our first example. (2 0) (3) B (6)

0 5)\2 10
The answer to the question is shown to the right and we can check

by simple matrix multiplication that it is correct. Shown below

this is the inverse operation, which will hopefully seem fairly 3 1/2 0 6
obvious to you, but also help you understand matrix inversion (2) = ( 0 1 /5) (10)
that we discussed last chapter.

Even if this case seems fairly simple, what about more complicated examples? What if we had
a vector and we wanted to rotate it around the origin or shear it horizontally, or both? To
answer this question and essentially explain everything else about transforms, we need to talk
about basis vectors. However, before we do this, it’s worth pausing to mention that the concept
“inverse” matrices that we met last chapter is easy to explain here.

4.3.1 Basis vectors

In 2D, the standard basis vectors are 1 = . So writing v = (3) can also

1 0

0 1 2
be thought of as v = 31 + 2j. What we haven’t talked about before is that when you apply a
matrix transformation, the columns of the matrix can be interpreted as the new basis for our

transformed system. For example, in 2D, we’'ve already seen from the scaling example above

that the transformation (g g), moves 1 from (1,0) to (2,0) and j from (0,1) to (0,5).

and j =

If we wanted to build a transformation matrix which rotated all vectors 90 degrees anti-clockwise
around the origin, we just need to think about what would happen to our basis vectors 1 and j.
Picture it in you head... rotating 1 by 90° anti-clockwise would make it point vertically upwards
to (0,1) and rotating j by 90° anti-clockwise would make it point in the negative direction on the
horizontal axis to (-1,0)... so to build the 90° anti-clockwise transformation matrix, we simply

) ) ) . 0 -1
write these two new basis vectors as the columns: of our transformation matrix (1 0 )
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4.3.2 Rotation

We can generalise the rotation in 2D to any angle we wish, by thinking
about polar coordinates. In the adjacent figure, we can imagine that A

our basis vectors, 1 and j, have been transformed to the red and 1

green vectors respectively. Based on our diagram and knowledge of AN

trigonometry, the transformation matrix is: N\ 5
— - r R

= (sl ) i

4.3.3 Shear

The adjacent figure illustrates the effect of shear on a square in a 2D
space. The initial square has a dark grey border, but the square with

a golden border shows it after shearing parallel to the horizontal axis. 1
The shear matrices parallel to the horizontal and vertical axes are: | l

Gy eoepy IR

Notice that if we are performing either of the above “pure” shear opera-
tions, then one of the basis vectors remains unchanged. For example, in

our figure, the 1 basis vector has not moved from it’s original position. This is an important
observation, which will be discussed in the next chapter.

1

4.3.4 Visualising transformations

When thinking about basis change, it’s is often more informative to
N imagine applying the effect of the transformation to a region of the
same dimensionality as the space considered (i.e., on an area in 2D or a
volume in 3D). This is analogous to thinking about the effect on many
vectors all at the same time, as in the top figure on the left, but drawing
these vectors can be tedious, so instead we can just draw a simple shape,
such as the square shown below it (any other shape would be fine, but a
square is very convenient). We can now apply a transformation to this
v shape instead of to a particular vector and see the effect it has. Below
are examples of scaling, rotation and shear.

A
v

4.4 Three dimensions
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Nothing much new happens in 3D compared to 2D, except that the A
matrices are now larger and the figures are harder to draw. Scal-
ing, rotation and shear, along with all the various combinations of
these transformations, are still possible, although there are now more
directions in which we can perform each of these actions.

A
v

The adjacent figures show a cube, as well as it’s three basis vectors.
The second figure the effect of a rotation around the axis aligned with il
the green vector. The structure of the rotation matrix now depends on
the axis which we are rotating around. Although this is not something

you’d be asked to calculate by hand. The only 3D transformation you
should remember is the pure scaling example:
a 0 0
T=10 b 0
0 0 ¢

4.5 Determinant and Inverse

We met both the determinant and inverse in the previous chapter, but we didn’t really talk
much about what they did. In the geometrical interpretation of matrices, they turn out to be
really quite obvious!

The inverse matrix is simple the transformation required to “undo” our initial transformation.
So, if our transformation turns a square into a diamond, then the inverse will turn that diamond
back into a square.

The determinant is also very straightforward as it simply describes the change in size (i.e., area
in 2D or volume in 3D) that is caused by our transformation. Consider the examples of a 90°
rotation and a factor of 3 vertical scaling below.

0 1 10
det(_1 0)—1 & det (0 3)—3

Clearly, a 90° rotation will not change the area of the square, so it has a determinant of 1;
furthermore, all simple rotations will leave the area unchanged, which you can see by finding
the determinant of the generalise rotation matrix.
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For scaling, the change in area is going to be the product of the

change in each dimension, which is exactly what the determinant cos(f) —sin(6)
. det | .

would give us. sin(f)  cos(f)

= cos®(0) + sin*(0) = 1
4.5.1 Nullspace (or Kernel)
So, now that we have a strong geometrical interpretation of

matrices, let’s return to the linear algebra perspective. Consider the linear system (expressed
first as a system of equations, then in matrix form):

a1121 + a1 + + -+ + aypr, = by
21%1 + Q22T2 + - - - + A2 Th = by
) Az =0
Am1T1 + AmaX2 + -+ + App®yp, = bm

Various methods exist for finding the solution to large systems similar to the one above by hand
and this is very commonly taught on undergraduate engineering courses. However, the method
for solving this offers you little insight into what the solution means, it’s simply a tool and in
the computing age it’s now a tool you will almost certainly never use. So, we won’t be covering
this in DE1-MEM.

What is worth answering are the following questions: What b can we solve this for? Is the
solution unique?

To investigate this, we write what is called the “homogeneous equation”, which is where we

simply set b = 0, giving:

Ax =0

Conveniently, if the homogeneous equation has just one solution, then so does Ax = b; if the
homogeneous equation has many solutions, then so does Az = b. Clearly, homogeneous systems
always have at least one solution, because if you set = = 0, then it doesn’t matter what A is.

The solution of Ax = 0 is called the nullspace or kernel of A and it gives you all the vectors by
which you can multiply A by and get zero.

Example - Consider the linear system

1 2\ [xz\ (7

1 1) \y) \b
We can then find the combinations of x & y which solve the homogeneous equation (i.e., setting
the right hand side to a zero vector) .

1 2\ [z
(1 1) (y>_0 = r+2y=0 & z+y=0
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Solving this simple case as a pair of simultaneous equations, we ‘
can see that x =0 & y = 0, so we know that Ax = b will have a \
single unique solution. To solve the Ax = b case, we can either
frame it once again as a system of simultaneous equations or,
based on of discussion of linear systems in the previous chapter,
we can find the inverse of A. 3

R IR [ RO R

In this case, the solution is x = 3 & y = 2.

A
v

Before we move on, we should briefly think again about the geometrical interpretation of the
above. Consider for a pair of simultaneous equations given in the above example, each equation
gives you a line on a 2D plane. The solution to the system exists if those lines cross at a point...
but the only way that two lines could not cross is if they were parallel.

Similarly, in 3D, each row of our system would give us an equation of the form a;z+asy+azz = by,
which is the equation of a flat 2D surface in our 3D space. Our equation will only have a unique
solution if those three surfaces intersect at a single point... but once again, they are guaranteed
to do this somewhere unless some of them are parallel.
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Chapter 5

Eigenproblems

5.1 Definitions

In the previous chapter we talked about the geometrical interpretation of linear transformations,
as well as some of properties of transformation matrices. In this chapter we’re just going to
introduce a further concept for analysing matrices. This topic is often considered to be a fairly
challenging and abstract part of undergraduate engineering, but I hope to show you in this
introductory page that eigenproblems have a very clear physical interpretation.

The word “eigen” is perhaps most usefully translated from German as
meaning “characteristic”. So, when I say that we will be looking for
eigenvalues and eigenvectors, this suggests that these values and vectors
are in some sense characteristic of a particular matrix.

In the previous chapter we saw lots of examples of applying linear

A

transformations to vectors spaces (primarily in R?). In the adjacent
figure you can see our initial square in grey, as well as three vectors in
blue. Beneath this you can see a new shape overlayed on top, which is

the result of applying the transformation T = é ;) (you should be v
able to look at a 2D transformation and write down the applied matrix). 4

Notice that of the three highlighted vectors, something different has
happened to each one. The initially vertical j vector has not only been /

v

stretched longer, but has also had it’s direction changed; the initially
diagonal (1,1) vector has doubled in length, but still points in the same
direction; and the initially horizontal 1 vector is still horizontal and its —
length is unchanged.

v

Eigenvectors are simply the vectors which, after applying a transfor-

mation, still lie on the same span (i.e., have not change direction). Each eigenvector has a
corresponding eigenvalue, which is just the amount that the vector has been stretched along its
span by the transformation.

So, without doing any calculation, we can now say that the transformation 7" has two eigenvectors,
v, with corresponding eigenvalues, A, which are:
v = (1,0) with )\1 =1 and Vg = (1, 1) with )\2 =2

46
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5.2 Calculating Eigensolutions

On the previous page we found our eigenvectors and values by inspection, but this was only
possible because I chose a convenient transformation whose eigensolutions are easy to see.
However, we didn’t check whether there were more than two solutions (there are not) and we
also didn’t build a proper method for less obvious cases (or cases in higher dimensions).

We can build a more formal definition by considering what we saw on the previous page, where we
said that vectors would be considered to be eigenvectors if, after applying a transformation, they
stayed on the same span, although their length was allowed to change. So, for an eigenvector,
experiencing the transformation is no different from experiencing a simple scaling.

This means that we can write,

Az = \z

where A is an n x n transformation, x is a vector and \ is a scalar parameter. The solutions
to this equation are all the vectors, x, which when transformed by A, it would be just the
same as if they were just stretched by a factor of A. So, x must be our eigenvectors and A our
corresponding eigenvalues.

For example, consider the following transformation matrix A = {1 41]

B RER

1
Hence, 3 is an eigenvalue of A. Vector {_ 2] is an eigenvector of A corresponding to the scalar

You can easily verify that

eigenvalue 3.

5.3 Finding All Eigenvalues

By recalling that multiplying a vector by a scalar is the equivalent to multiplying it by the
identity matrix, I, times that scalar, we can re-express our eigenproblem to:

re-express rearrange

Az = \x

Ax = Nz Ax — Nz =0

which we can then factorise to

(A= M)z =0

We are looking for values of x and A for which the above equation is true. However, there is
a trivial solution when z itself is just the zero vector (e.g. (0, 0) in R?), but this solution is
not very interesting (and also doesn’t count as an eigenvector by definition). So, if we're not
allowing z to be zero, the solutions must occur when the action of A — Al on z results in a zero
vector.

Remembering that a matrix can always be thought of as a transformation, and the determinant
of that matrix is the scaling factor applied to the size of the transformed space. So, if a matrix
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has a determinant of zero, it means that all the vectors it is applied to will be crushed down

to a dimension lower than previously! So, solutions to the above equation exist only when
det(A — AI) =0.

Let’s look again at the 2D example we calculated above:

derca—an=der ([, 3] =[5 3]) =ae (150 ,2Y))

Hence:

det(A—=X)=(1—-N4—-\)+2=0
=N _-5\A+6=0

In general, det(A — AI) is a polynomial function of A, which we refer to as the characteristic
polynomial of A. Setting this characteristic polynomial equal to zero is referred to as the
characteristic equation.

To make det(A — AI) = 0, we can set A to Ay = 3 and Ay = 2. These are all the eigenvalues of
A and, in fact, all n X n matrices have n eigenvalues; however, some might be repeated. It’s is
also possible that eigenvalues might be complex numbers, so questions (in exams!) often ask
you to find all the real numbered eigenvalues.

Notice that the sum of the eigenvalues is equal to the trace of the matrix (A + Ao =2+ 3 =
5 =tr(A) = 1+4) and that the product of the eigenvalues is equal to the determinant of the
matrix (A X Ay =2 x 3 =6=det(A) =1x4— —1x2). In fact, this is always true.

5.4 Finding All Eigenvectors

5.4.1 For a 2 x 2 matrix

Continuing with our example, let A be a value satisfying the characteristic equation, namely, A
is an eigenvalue of A. As will be shown, z always constitutes a vector space (e.g. il ), which
2

we denote as EigenSpace()), such that the eigenvectors of A corresponding to A are exactly the
non-zero vectors in EigenSpace(\).

Consider again matrix A. Given that we know that A\; = 3 and Ay = 2, we can now find both
eigenvectors. Firstly, for \; = 3:

(A= Iz =(A-3z = <B _41} B B g]) [ij

|
I
[\DI\D
—
—_
| I
1
8 8
[\
| IS |
|
——
o O
| —

Hence, any Bl} satisfying —2x; — x5 = 0 is a solution to the above system. The set of such
2

vectors can be represented in a parametric form: x; =t and xy =-2t for any ¢t € R. Note that
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this is a vector space - which we denote as EigenSpace(\;) - of dimension 1. Every non-zero
vector in EigenSpace();) is an eigenvector corresponding to A;.

Similarly for Ay = 2:
sz 5]-§ B2 B0

Hence, any {il] satisfying —x; — o = 0 is a solution to the above system. The set of such
2

vectors can be represented in a parametric form: xy; =t and x9 =-t for any t € R. This is a
vector space, EigenSpace(As) of dimension 1. Every non-zero vector in EigenSpace(Aq) is an
eigenvector corresponding to Ao.

5.4.2 For a 3 x 3 matrix

In a similar vein, consider a new matrix A:

4 6 0
A=|-3 =5 0
-3 —6 1
Its characteristic equation is:
4— )\ 6 0
det(A—AI) =0 = -3 —-5—-X 0 |=0

-3 —6 1—-A

Notice that the two zeros in the 3rd column mean that 4 of the 6 terms of the determinant will
be zero.

4-x 6
(1—)\)‘ _3 _5_A’:0

(1= A\)((4=M\)(=5—A)+18) = 18
A=12A+2)=0

Hence, A has two eigenvalues: A\; = 1 and \y = —2.

Solving (A — A)z =0 for A\ = 1:

4—1 6 0 X1 3 6 0 T 3 6 0 il
-3 —5-1 0 To| = =3 —6 0] |22 = [0 0 Of [22] =0
-3 —6 1-1] |3 -3 —6 0| |23 0 0 Of [z3
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T

Hence, any |z9| satisfying 327 4+ 622 = 0 is a solution to the above system. The set of such
T3

vectors can be represented in a parametric form: x; = 2u, £ = —u and x3 = v for any (u,v) € R.

This is a vector space, EigenSpace(\;) of dimension 2. Every non-zero vector in EigenSpace()\;)
is an eigenvector corresponding to Ap.

Solving (A — Al)z = 0 for Ay = —2:

4— -2 6 0 Ty 6 6 0| [z1 1 1 0 Ty
-3 —5——=2 0 To| = |—-3 =3 0| |[zo| = |0 1 —1f |z9| =0
-3 —6 1—-2| |z3 -3 —6 3| |[=x3 00 O T3
x1
Hence, any |[zo| satisfying:
Z3

131+ZE2:0 & 1’2—1'3:0

is a solution to the above system. The set of such vectors can be represented in a parametric
form: xy = —t, x5 =t and x3 = ¢ for any ¢t € R. This is a vector space, EigenSpace()\z) of
dimension 1. Every non-zero vector in EigenSpace()z) is an eigenvector corresponding to As.

5.5 Interpretation of eigensolutions

At the beginning of this chapter we observed the effect of a particularly
elegant transformation that was a combination of a horizontal shear and 4
vertical stretch, which yielded the easy to spot eigenvectors (0,1) and (1,1).
There are other systems for which the eigensolutions can be trivially derived.

Firstly, for a isotropic (i.e., the same in all directions) scaling, all vectors
will be eigenvectors (see blue vectors on red adjacent figure); however, if
the scaling is anisotropic in magnitude, then only the basis vectors will be
eigenvectors (see green vectors on red adjacent figure). v

In the case of pure rotational transformations, as you can see from the orange
on blue squares in the adjacent figure, all vectors will no longer align with

their original span... except in the case of a 180° rotation, where all vectors <
will be eigenvectors. If this seems odd, just consider the fact that a 180°
rotation will have the same effect as scaling by a factor on -1 in all directions
and when you substitute § = 180° into the 2D rotation matrix, you can see
that all the non-zero terms are on the leading diagonal, just like a scaling.

if you imagine a cube in R? experiencing pure rotation around one of its =

axes. Hopefully it should fit with what you’ve learned so far that this system < J
will only have one real eigenvector, which will be its axis of rotation.
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o1

5.5.1 Applications

Before we finish this chapter its worth briefly mentioning three engineering
applications of eigenproblems that you can look up. Firstly, Google’s
famous PageRank algorithm, which uses a matrix to describe the links
connecting all pages on the web and then ranks them using an eigenvector
Secondly, data compression can be performed using eigenanalysis to
decompose groups of similar data (e.g. images of faces, see adjacent for
some eigenfaces) into their principal components. Finally, mechanical
systems defined springs and masses, it is possible to use eigen analysis to
calculate the vibrational modes of the objects.

23
=1E




Chapter 6

Sequences and Series

In mathematics, a sequence is a numbered list of terms that may contain repeats and series
can be thought of as the sum of the terms of an infinite sequence.

Sequence ai, o, as, dy, ...

Series a1 +as+as+ag+ ...

6.1 Sequences

Sequences can be defined using formulae, such as in the following three examples where n is a
natural number (N* = {1,2,3,4,...}) and is called the indez.

an =2n+ 3
b, =cos (n)
¢ =(—1)"

It is common notation to write “(a,)” to express the sequence ay,as,as,as... and the two
sequence (b,) and (¢,) are considered to be equal if b, = ¢, for all values of n, which happens
to be the case in the examples given above (don’t let the different expression of the rules fool
you, (b,) and (c¢,) are identical sequences!).

Sequences may also be defined recursively, such that a term is defined as a function of previous
terms, asin [, = 2l,,_3 — [,,_1.

It may be possible to determine the function defining a sequence based on a few example terms;
however, more often, additional information is required, such as what family the sequence is
from.

For example, for the sequence (h,,)
hl = 41, h2 = 43, hg =47 and h4 =53

52
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It could be that this sequence was defined by the rule, “the prime numbers in order, starting at
41" and so the next term would be hs = 59; however, with only the information available to us,
the function h,, = n?> —n + 41 could equally be correct, meaning that the next term would be
hs = 61. The human brain is very good at finding patterns, as well as jumping to conclusions!

Arithmetic sequences - This first family of sequences all follow the rule that each term differs
from the next by the same fixed amount and are often written

an, = ay +d(n—1)
where a; is the first term and d is called the common difference. For example, if we are told that
by =T, by=12, by=17, by =22,
is part of an arithmetic sequence, then it can be fully describe by the rule
b, =T7+5(n—1)

Geometric sequences - This family of sequences all follow the rule that each term differs
from the next by the same fixed ratio and are often written

ap = ayr™ !

where a; is the first term and 7 is called the common ratio. For example, if we are told that

4 12 36 108
bQ_Ea b3_€7 b4_?

is part of a geometric sequence, then it can be fully describe by the rule

ap = — x 3"°1

5

Other famous examples of sequences include:

The prime numbers 2,3,5,7,11,13, ...
The Fibonacci numbers 0,1,1,2,3,5,8, ...
The triangle numbers 1,3,6,10,15,21, ...

6.2 Series

A series is the sum of all the terms of an infinite sequence, so it can be written

o0

Z(an) =a1+ag+as+ayg+ ...

n=1

However, if only a finite number of terms are summed, this is referred to as a truncated series.

The same families that are used to describe sequences also apply to series and for some of these,
useful identities can be found that help us understand and manipulate them.
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Arithmetic series - The sum of the first m terms of the arithmetic sequence (a,) constitutes
the truncated series S,,, such that

S = Z(an) =ai+ay+az+ ...+ am_1+ an
n=1
We can derive an expression for S, by first re-expressing each term of the series using only the
first term and the common difference.
Sm=a1+ (a1 +d)+ (a1 +2d) + ... + (a1 + (m — 2)d) + (a; + (m — 1)d)

Next we re-express the series again, but this time only using the last term and the common
difference.

Sm = (am — (m —1)d) + (ay, — (m — 2)d) + (@, — (m — 3)d) + ... + (ay, — d) + am
Adding these two forms together yields
25, = (a1 + am) + (a1 + ap) + (a1 + ap) + ... + (a1 + ap) + (a1 + ap)

which rearranges to our explicit equation

Sm :%(al + am)
S :%(al + (a1 + (m — 1)d))
S :%(2611 + (m - 1)d)

Geometric series - The sum of the first m terms of the geometric sequence (a,) constitutes
the truncated series S,,, such that

Sm= (a)=ar+ay+ a3+ ..+ am_1 + an,
n=1

We can derive an expression for .S, by first re-expressing each term of the series using only the
first term and the common ratio.

Sy = ay + (a17) + (a17?) + ... + (@ 7™ %) + (7™ )
Multiplying both sides of the expression above by r

Spr = arr + (a17®) + (a1r®) + .. + (™) + (arr™)
The difference between the two equations above is

S — Smr = a; —ar™

which factorises and rearranges to our explicit equation

Sl =71) =a;(1 —r™)
1—rm
1—7r

Sm =aq

Notice that based on the expression above, even if there are infinitely many terms in the sequence,
the series may still be finite if » < 1. We will discuss this concept further in the following
section. Besides these two families, there are many others which also have handy tricks to help
you make use of them.
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6.3 Limits and Convergence

A limit is the value that a function or sequence “approaches” as the input or index approaches
a specified value. The expression

lim f(z) =L

T—n

is read “the limit of f of x, as x goes to n, equals L”.

It is often useful to know whether or not a series converges, and if so, what it converges to. A
variety of convergence tests exist, which allow you to methodically examine the convergence of
a series.

The n'" term test - calculate what the last term of a sequence would be, as it can give us a
clue as to whether the corresponding series converges. In fact, we can say that it is “necessary,
but not sufficient” (i.e., needed, but not enough on its own), that as the index n goes to infinity,
the terms must go to zero in order for a series to converge.

Formally,
S | NI CEEE
If ZO a, converges, then nh_g)lo a, =0 o a,=(4—n)>2
and by similar reasoning, if the limit does not 11 .,’ l \\.
go to zero, as the index goes to infinity, the / 3
series must diverge. (Although, in the case of ) } o
the adjacent figure, f(x) does go to infinity, e ‘ * e
but it still diverges!) 1 92 3 4 5 6 7
If lima,#0 then Zan diverges -1t :
n—oo =0

Plot of the terms in a divergent series where the
To understand why having a limit at infinity limit at infinity is zero.
of zero is not enough to establish series conver-
gence, consider the function a, = (4 — n)~2. The figure shows the terms in this series; however,
the point at n = 4 is missing as there is a discontinuity in the function. So, although a sequence
may eventually “settle down” to zero, if it contains terms that are infinite or undefined along
the way, then the corresponding series will not converge.

p-series test - Consider a sequence of the form a,, = 1/n” and remember that numbers less
than 1 get smaller when they are put to powers greater than 1 (e.g. 0.52=0.25). So the test for
convergence here is simply to observe whether the exponent, p, is greater than 1.

There are many other tests that can be applied to determine the convergence of a series. There
is also a “sensible” order in which they should be tried that is based in part on how conclusive
their results are, but also on how easy it is to apply them, which will hopefully make this
process efficient. There is no need for you to learn all of these as they are easy to look up online;
however, what is important is that you understand what they mean and how to use them.
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Test for divergence
Does lim a,, = 07 No-
n—-oo
Yes
Yes
Does a, =n"P, n=>1? Yesw
T No
No N Bon b
Geometric series Yes
Does an = ™, 13 17— ves——~ [ EEER
L T No
No S v >
Alternating series
Does a, = (—1)"b,, or Is by < b, &
i Dby bz 07 [ Yo BTN o= > oo >
No No
1 |
Telescoping series
Do pairs of terms cangel? T p—— Yes
(May have to use partial ~ —Yes e
fractions or logs to see!) WG S NO-
No
\
Taylor series
s Yes :
™) n ol _Yes Is x in interval of
Does a, = n! Gr—a)"? convergence? No
T
N A Ea i
Try these: | ©
Limit comparison test
Pick (by). Dows Jim &= c>0 | Yes
with ¢ finite & a,, b, > 07 converge? NO-
Integral test
| Does a, = f(n) , f(n) is positive, IRV Docs fa°° Ji€9) Yes
continuous & decreasing on [a, ©0)? converge? o -
Ratio test T e
y
-1 Ts lim |22t 12 Is lim [22] < 17 g
Root test
. Abs Conv.
- Is lim V/|a,| # 1? —Yes Is lim V/|a,| < 17 Yes
Comparison test Is0<a, <b,? Yes
Yes
» Pick {b,}. Does Y b,, converge? e No (try again)
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6.4 Truncated sum of 1, n, n?> and n?

If you were asked to sum an infinite series of ones (i.e., S =1+14+1+ 1+ 1+ ...), this would
clearly never stop growing and would therefore explode to infinity (a very slow and unexciting
explosion). However, a truncated series of N ones would of course be finite and add up to N.

n=N
E 1=N
n=1
You could even think of this series an arithmetic series where the common difference is zero (so

Sy = %(2 X 1+ (N —1)0) = N); however, the geometric series type analysis with a common
ratio of 1 would not work.

Now imagine a series which simply added up the natural numbers (i.e., S =1+2+ 3+ ...).

Once again, this series clearly doesn’t stop growing, but any truncation would result in a finite

answer. Applying the arithmetic series analysis again here (with d = 1) leads to the result
n=N

Z 2><1+(N—1)><1):

=1

N(N +1)
2

An alternative approach to evaluating this series is by expanding the binomial expression
(n—1)2...

(n—12=n*-2n+1
and then rearranging the result to

n?—n—-17%=2n-1

At this point, it’s necessary to know that summation is a linear operation, so it has the following
two useful properties:

S (b)) = (@) + Y (b) & > (Ban) =3 (an)

which, combined with our rearranged binomial above, means that we can say

n=N
Z (n— 1) Z (2n—1) =2 Z =)
n=1 n=1 n=1
This may initially not look very helpful, but the left hand 51de expression is what we refer to as
a telescoping series. This means that pairs of terms within the series will cancel with each other.
In this case, each term contains a n? component and a (n — 1)? component, which is simply
the value of n? from the previous term in the sequence. Remembering that the series starts
from n = 1 and that 0> = 0, it becomes clear that only the final n? term is not cancelled, so
SN (02 — (n — 1)) = N2. So our binomial expression becomes

= n=N
3 -3 ()=
n=1

Substituting in our knowledge that the sum of N ones is just /V, then rearranging, leads to the

same result we found earlier
n=N

Z” N2+N

This on its own is not hugely exciting, but it turns out we can use this same approach to find
an expression to evaluate any truncated series of the form Y n’, where b is a positive integer.
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6.4.1 Truncated sum of n’

So, to find an expression for > n?, we start by expanding the cubic expression (n — 1)3 =
(n® — 3n? + 3n — 1) and then rearranging this equation to

n=N n=N n=N
n®—(n—1)° = 3n”—3n+1 So Z (n=1)) =33 ()-33 )+ (1)
n=1 n=1 n=1 n=1

Once again, we have have a telescoping series, so clearly ZZjV (n® — (n —1)%) = N3. Combining
this with our knowledge of » n and ) 1, we can rearrange the expression to make it explicit
for the only thing we don’t know.

Zn_ < ;’(N2+N) N):N(N+1€)i(2N+1)

This continues to work for all positive integer values of b, although the algebra does become
tiresome by hand. So, lastly, to find the truncated sum of n3, you would start from (n — 1)*
and follow the same process, leading to the result

Zn_ N+1)

6.4.2 Example of a truncated sum

To evaluate the expression
n="7

> @n+1)(n—1)(n+3)

n=1
one strategy is to first expand this expression to the from (2n® + 5n? — 4n — 3) and then chop it
up into it’s various components using the linearity properties

i(2n+1)(n—1)(n+3 _22 +5Z 42@)-32(1)

As we have already derived expressions for each of these truncated summations, solving becomes
a matter of simple substitution

nZﬂ (2n+1)(n = 1)(n +3) =2 (M)ﬁ (7<7+ 1><§ X 7+ 1))_4 (7; 7)-3(7) = 2135

n=1

6.5 Mind blown

There is a meaningful sense in which the following statement is true and it can be shown in a
variety of ways.

Sw=1+2+3+4+5+..= -0

Seriously though... head to the Numberphile YouTube channel for an explanation. The general
idea is that “infinity” isn’t really anything like just a “very large number”.



®
®

e®
Chapter 7 @ @

Power Series

It is often useful to re-express a function as a power series. Before we go any further, its
important that you understand what this means, so consider the example below:

2 LC3 fI?4

e x
e —1+$+§+§+I+...
Try this on your calculator at = 1.2 so that you are convinced that the function on the LHS
(left-hand-side) can be approximated with the power series on the RHS.

7.1 Maclaurin Series

For many smooth, continuously differentiable functions (or what are sometimes called “well-
behaved” functions), if you know everything about the function at just one place (at = = 0 for
Maclaurin series), it is possible to use this information to reconstruct the entire curve.

When we say “know everything” at a point, we mean the value of the function and all of its

derivatives (f(0), f/(0), f(0), £*(0),...).
We can use this information to construct a sequence of approximations to our function.

Let’s suppose we have some function f(z) and we know everything about it at the point z = 0,
but nothing about it anywhere else except that it is well-behaved.

We can use the value of the function at x = 0 to construct a (pretty bad) approximate function
go(z), which we shall call our “zeroth order” guess. Clearly, as this function only has one piece
of information to work with, it will just be a horizontal line that goes through the y-axis at the
same place as the real function, f(0).

39
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We can see, in the first figure on the right, that this guess function
is not great...

A better approximation can be made by using the next piece of
information available to us, which is the value of the function’s
first derivative f(0).

Our “first order” guess, g; () uses both pieces of information to
construct a straight line (of the form y = mx + ¢) where both
the y-intercept and the gradient are the same as the function
f(z) at x = 0. This is shown in the second figure and is clearly
a significant improvement.

g1(x) = f(0) + f(0)z

Repeating this process, we will now also use the second derivative

of our function to help improve our guess function (third figure).

We see that a factor of /2 is required before the z? term. To
understand why, try differentiating gs(x) twice to convince
yourself that it equals f”(0) as it should.

lx) = £0) + F0) + L0

Finding the third order approximation requires using the third
derivative, as shown in the last figure. Again, to understand
where the (3 x 2)7! term comes from, try differentiating g3(z)
three times.

Hopefully, you will now see the pattern and be confident that the
next term (for the fourth order approximation) will have a factor
of (4 x 3 x 2)~1 before it.

f0) 5 fP(0) 5

o /

gs() = £(0) + f(O) + T2+ L0

With this pattern in mind, we can now write the general equation
for the n'" order term (Don’t forget that n! is defined as nx (n—1)!,
so 1l =1 x 0! and therefore 0! = 1).

f )

e 0 o f(3)(0):v3—{—...—|— -

1! 2! 3! n!

0*" order approximation

— f(@)
(=)

15* order approximation

— f(@)
()

274 order approximation

3" order approximation
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7.1.1 Maclaurin Examples

Example - Consider the function f(z) = cos(z) (a well-behaved function). It’s first four
derivatives evaluated at z = 0 are:

Therefore the Maclaurin series expansion is

Maclaurin expansion of cos(x).

1 1 1
glx)=1- 51:2 + zx‘l - ax6 + ...

G 1 2n
- ;;(_1)n(2n)!x

Example - Consider the function f(x) =
tan(x) (not a well-behaved function, due to
its asymptotes). It’s first four derivatives eval-
uated at z = 0 are:

f(0) =tan(0) =0 — /@) ""
1(0) = sec?(0) = ol i
f"(0) = 2tan(0) sec*(0) = 0 o) "//
F@(0) = —2(cos(2(0)) — 2) sec*(0) = 2 / # _
F®(0) = —4(cos(2(0)) — 5) tan(0) sec* (0) = 0 B
1 2 ’
g(x) =z + §x3 * 1_5];5 e Maclaurin expansion of tan(z).

Looking at fig. 7.6 we can see that although our
approximation is definitely improving locally
(i.e., close to x = 0), it is not able to model
the function at all after z = 7. This is because
tan(x) contains asymptotes and is therefore
not considered a well-behaved function.
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In the next example, we look again at the error function (from the Normal Distribution Chapter).
The adjacent figure shows the error function as well as Maclaurin approximations up to the 7"
order, but although the function is quickly represented well near x = 0, the improvements seem
stop beyond around x = 1. However, the Taylor polynomials do continue to improve (slowly)
and the error function can be exactly expressed as a Taylor series.

f(0) =erf(0) =0

/ le—aﬂ _ i

f(0> - ﬁ T

1"(0) = —%xe =0
FO0) = —%(2# — e = —% -1 b — f((x))
7 - g1\x
FO0) = - (222 — )= = 0 93(2)
(0) NG ( ) o)
g97(2)

which yields (once we've added a few more terms),
Plot of the error function as well as the

Maclaurin series expansions up to 7% or-
der. N.B. The “true” curve (black) may
x> xd T z° ) itself also have been calculated with a

r——+—=——4+ — (high order) power series.

2
erf(z) = —
J 310 42 216

7.2 Taylor Series

The Taylor series simply extends the Maclau-
rin series concept by saying that we can re-
construct well-behaved functions if we know ev-
erything about any point (i.e., not just at the
point x = 0 like Maclaurin). The expres-
sion can be derived in the same way as the
Maclaurin series, but requires some minor re-
arrangement to find each successive approxima-
tion.

— /()
gn(x) = Z ' (x — )" Taylor series expansions of an arbitrary

o function around the point ¢

Example - Consider the function f(z) = e®. It’s first three derivatives evaluated at z = 1 are:
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fA)y=¢e =e
ff(l)=¢e"=e
f//(l) — 61 —e
O =el=e
Notice how this is different from the expression given /,’/ 1
at the beginning of this chapter for e”. This is because ’
the first series was expanded around the point x = Figure 7.9: Taylor series expansions of
0 (Maclaurin series), whereas here we have expanded the function f(z) = e® around the point
around r = 1. x=1.

g(z) = e+e(x—1)+§(x—1)2+§<x—1>3+%(x—1)4+...

It is important to select a sensible point from which to expand a series. This is especially true if
you are trying to use only a few terms of the series (truncation) to approximate a complicated
function, as the further away from your expansion point, the less accurate (on average) your
approximations become.

Mind slightly blown - Of course, another way to think about the two different power series
approximations of the function f(z) = e, is that seemingly moving our approximation from
x =0 to x = 1 caused us to multiply every term by e. But when you consider that e**! = ee®
it should suddenly make a lot of sense!



Be rational

Chapter 8 —

Complex Numbers

You will most likely have met complex numbers before, but if you haven’t don’t panic because
this chapter starts from scratch and aims to make sure that you really get them as they’re going

to turn out to be useful later on!

Essentially, complex numbers are those that can be expressed in the form a + bi, where ¢ is the
“Imaginary unit”. A typical definition of 4 might be “a solution to the equation 2% + 1 = 0”.
Notice I said a solution and not the solution, because of course this equation has two solutions
(r=+/—1=1iand x = —y/—1 = —i)l. The definition can also be simply stated directly as:

i=+v—1

As we shall see, imaginary numbers turn up a lot in real applications,
so their name is perhaps a bit misleading and some of the early
pioneers of this field weren’t happy about this. In fact, the famous
mathematician Carl Friedrich Gauss wished that they had been called
“Lateral numbers”, which should make a lot of sense to you once you've
seen them plotted on a 2D plane. These plots are called Argand
diagrams and the complex number a + b corresponds to a point at
the Cartesian coordinate (a,b).

Im
A Re(a+bi) =a & Im(a+bi) =b
a+tbi b
b-== la+bil=Vat+b=r & arg(a+bi):arctan(—):ga
| a
r |
| Equally, we can switch to Polar coordinates, where we now need to
@ | know the angle, ¢, that the line makes with the positive x-axis (called
o - P Re  the argument or phase), as well as the distance to the point, r, which

or modulus).

C.F. Gauss 1777-1855

can be thought of as a radius (referred to as the magnitude, absolute

In fact, it is the “Fundamental Theorem of Algebra” which states that a polynomial of order n, must have
exactly n roots. Sometimes these are both real (i.e., 22 = 1), sometimes complex (i.e., 2 = —1), sometimes both
in the same place (i.e., 22 = 0), and sometimes there’s a mix of real and complex. In particular, for polynomials

with real coefficients, the roots are always either real or in conjugate pairs.

64
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To convert between these two representation, you just
need to remember your trigonometry and Pythagoras
theorem. The polar description can also be written as,
for example, 4 4+ 3¢ = 5£36.9°.

Imaginary
!

4431

z=a+bi =rcos(p) + rsin(p)i
P Teicp _ \/m 6iarctan(§>

where ¢ is in radians rather than the the degrees shown
in the figure. Hopefully its clear from the diagram where
the sine and cosine notation came from, but you may be wondering how e got involved. However,
you'll have to skip ahead in the notes to see that e = cos(z) + i sin(z).

Real

8.1 Operations with complex numbers

Adding or subtracting complex numbers is simple enough, as you just
consider the two parts separately (like with vectors!). For example,
consider the two complex numbers z = a + bi and ¢ = ¢ + dz,

z+q=(a+c)+ (b+d)i &  z—q=(a—c)+(b—d)i

Similarly, if I wanted to multiply two complex numbers together, I could just work through the
FOIL approach (first, outside, inside, last) and get the answer. For example, consider the two
complex numbers z = a + bi and ¢ = ¢ + di. However, don’t forget to fully simplify at the end,
such that any 4% terms are converted to —1.

G+ b)(e + )
~ /

zx q = (a+bi)(c+di) = ac+ adi + bci + bdi®
= ac + adi + bei — bd = (ac — bd) + (ad + be)i

There are several approaches for division, all of which are very tedious using the (a + bi) form.
In the method shown below, we first write the expression as a fraction and then perform an
operation called “realising the denominator” in which we multiply the top and bottom lines
by the complex conjugate of the denominator (much like the process of “rationalising the
denominator” when surds are involved).

;Z_(c%—di)_(c—{—di)X(a—bi)_ac—bcz'+adi—bdi2_(ac+bd)—|—(ad—bc)i
¢ ~(a+bi)  (a+0bi) (a—bi)  a®+abi—abi — b2 a? + b2

The complex conjugate is a very useful concept and it is defined, for z = a + bi, as the complex
number which has the same real component, a, and an imaginary component of the same size,
but opposite sign, —b. This, when multiplied with z, has the property of making it into a purely
real number and is given the symbol zZ = a — bi (sometime z* is used instead of Z).
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This process gets tedious pretty quickly - imagine if you were asked in a test for z x z x z +¢...!
However, if I represent my complex number in polar form, things get much easier. To multiply
z and ¢, I just multiply their magnitudes and then sum their arguments. The logic behind
this becomes clear when the numbers are written in their exponential form z; = r;e’* and
29 = 19€"2, 50 therefore 2,2 = r112€!#¥112) Division is similar.

2 X q= (Tzrq)ei(wfrwq)

Zeq= (TZ/Tq>6i(%_<pq)

Example - If z = (3 — 4i) and ¢ = (12 + 5:¢), then find 23/¢* ...

23 /q* =(5°2£(—53.13 x 3)°)/(13%£(22.6 x 2)°)
SR, (1254 — 159.4°)/(169.£45.2°) = (125/169)£(—110.7 — 45.2)° = 0.74/ — 204.6°
Therefore 2°/¢* = — 0.6724 + 0.3083i(expressed in same form as question)

8.2 Finding complex roots

One particularly interesting concept is the process
for finding complex roots. Remember that the roots

of a function are the points at which f(z) = 0, —y=a"-1
which can usually be thought of as the points at y=1* [
which the function touches the horizontal axis. —y=2"+1

In the adjacent figure, you see three functions, for
the blue function (lowest) you can immediately see
its two roots, where as for the (middle) there
appears to be only one (although you can think
of this as it having one “unique root” as it just . .
has two at the same location). However, the red —2 —\ /

function (top) doesn’t appear to have any roots...

but we know from the Fundamental Theorem of

Algebra that it must have two, so where are they?

Tm(z) Well, as we discussed above, in these fairly simple cases, we can

1 just rearrange our equation to show that the other roots are

complex x = 4. So, this is something that you're going to have

Re(z) to be careful with from a language perspective, because all the

——e———«+———e—— functions in the above figure have two roots (see figure below),
—1 1 but only one has two unique, real roots.

—1 Example - We can apply this same logic to more complicated

quadratic expressions. Consider the function f(x) = 2* — 2z + 3.

To find the roots of a quadratic, we either factorise (which doesn’t work in this case), or put the
coefficients into the quadratic formula.
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94 /(02— Ax1x3 2+ /i_12
oo 2EV(EY A > 142

2x1

8.3 De Moivre’s Theorem

This concept results directly from the exponential polar form of a complex number and primarily
gives you a short-cut to finding the roots of a complex number. (NB. e®=cis(z) = cos(z) +
isin(x)).

2" = (re?)" = r"e™? = r"(cos(nyp) + isin(ny)) = r'cis(nyp)

Example - I want to find z in the expression 2z = (4 — 3i). First, I would find the magnitude of
the right hand side (RHS), which in this case is 1/42 + (—3)2 = 5, then, based on the equation
above, i can say that the magnitude of our solution must be 7 = /5. Next, find the argument
of the RHS using simple trigonometry, § = arctan(—3/4) = —36.87°. Now, by comparing this
to De Moivre’s expression above, we can see that, § = ngp = —36.87°, n = 6, so ¢ = —6.14°.

We have now found r and ¢ for one of the roots, but this is actually enough to make finding
the other five roots easy (it’s a sixth power, so we're expecting six in total) . As we’ve seen
already, when you multiply complex numbers, the magnitude multiplies and the angles sums.
So, if we're looking for numbers that each multiply by themselves 6 times to make the same
number, then they must all have the same magnitude, r = /5.

So, really, we are just looking for different angles
which, when multiplied by 6, equal —36.87°. We've [m(z)
already found one (p = —6.14°), but what about
the rest...? You might be thinking, ‘but how can

there be others?’. At this point we have to remember . f
that in polar coordinates, adding 360° to an angle 0.5} |
takes it back to the same place and essentially has | o f

no effect. So, we can now say that we are looking 001 7N\ e ] *e@
for numbers that satisfy the following two criteria -] '
—180° < ¢ < 180 and 6p = (m360 — 36.87)°, where :

m is an integer. Rearranging this slightly, gives us ~ -1.0] .

¢ = (m60 — 6.14)°, which suggests that, starting
from the angle that we already have, the other values
of ¢ are found by simply adding or subtracting 60°,
which is another way of saying that these are a set of equally distributed points around the
circumference of a circle, radius r = v/5, as per the adjacent diagram.

Z15 -1.0 -0.5 0.0 05 10 15

So, the roots are z = v/5/(—126.14°, —66.14°, —6.14°, 53.86°, 113.86°173.86°), which can more
succinctly be expressed as z = v/5Z(m60 — 6.14)°. Finally, because of the way the question
was written, we must now use trig to covert all of these polar representations back to Cartesian
form... which you can read off from the figure.
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8.3.1 Efficient integration

Currently, if you were asked to evaluate the expression I = [ € cos(bx)dx, you would probably
not be very happy with whoever asked and expect a 20 minute session of two stage “integration
by parts”... Fortunately, complex number can help here as well!

Recall from earlier in this chapter that e(®*®® = ea@e® — ¢a%(cos(bx) + i sin(bx)), which has
a striking similarity to what we’ve been asked to integrate, except it’s now got this addition
isin(bz) part in it.

So, the idea is, to take your expression and compress it down into the purely exponential
form, then integrate in a single easy step and finally evaluate only the real component of this
expression (or only the imaginary part if your question contained a sin(bx) instead of cos(bx)).

[ereotorte -t [erorar) & [ersinin ] [ o)

The way I like to think about this approach is that it takes your initial problem, adds some
other bits to make the integration more convenient, but crucially it tags this extra stuff with a
special sticky label (i.e., the imaginary unit 7), which makes it easy to find and ignore later on.
Such a simple approach can save you a lot of time and will also make you much less prone to
the mistakes that inevitably come from many pages of working.

8.4 Imaginary numbers really exist

This is the end of this very brief introduction to imaginary
numbers for this course, but we’ll be using them later on

. . .. ) . Complex
in other topics. The space of all numbers can be divided Rgﬂgm“f ‘ c h
. . . o | 1 1.5 -2mi e+ i
up into subsets and the figure to the right illustrates that b Nosbra .
complex numbers contain all the others that you will have 34| O I
encountered in the past. 5 I R
(]
é Natural » Integer “ Rational™ Real Algebraict. Rea ™,
. . Q | A R
This means that you are now equipped to address a very ol o | o w | : .

. . 2 -2 -3 e
wide range of maths problems, especially those we’ll be \_ 3 3 ) e )
seeing in the next 9 weeks! o N z 0 A R

eal par

©2007-2016 Keith Enevoldsen  thinkzone.wlonk.com

It you would like to find out more about complex numbers,
the phenomenal video series by Welch labs will change
your life: http://www.welchlabs.com/

© Stephen Welch, 2016



Chapter 9

Ordinary Differential Equations

You've already met the concept of differentiation in the context of functions and have almost
certainly even applied it in the past to distance/speed/acceleration type questions. So, now
let’s see if we can apply this concept more generally to the class of problems called Ordinary
Differential Equations (ODEs). These equations are referred to as “ordinary” because the
functions being differentiated are dependant on a single variable. For example, in mechanics so
far, both speed and acceleration are a function of time only (i.e., Z—f & ‘2275), whereas you can
imagine, for example, a problem involving the diffusion of heat, in which the local temperature is
a function of both time and space (i.e., T'(t, z)), meaning that you could in principal differentiate

T with respect to ¢ or z... or both! We will come back to these in a later chapter.

First off, let’s start with some notation. As with so many areas of maths, there are many ways
to represent the same concept, so it’s important that you don’t get stuck always using the same
style in class or you might be intimidated when you see something new in practice. However,
the general rule is, use whatever style you prefer to use, just be consistent throughout any given
document, also, if a question is asked in a certain style, be sure to return the final answer in the
same style. For the function y(z), here are some equivalent ways of writing the 1¢, 2°4 and 3
derivatives:

2
j—iEy/Ey'ny & %Eyﬂzgzy:ﬁx & _Ey(g)
Notice that some of the notation styles stop being appropriate for high order derivatives. It’s
also important to remember that it’s implicit in the above expressions that y is a function
of x, and so the first derivative could equally be written di’l—(;)... the “(z)” is often left out
for convenience (which can occasionally cause confusion). I can only apologise for the lack of
consistency and ask you to be brave and press on!

9.1 Back to basics

So, let’s start from the beginning. Consider the expression

y=1

It seems to be stating that some variable y is equal to 1, but just like any other language, often
in maths we require some context to understand what is meant. Based on the discussion above,

69
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you may have correctly guessed that what I implicitly mean is that the function y(z) is equal to
1 for any/all values of z. Graphically, this would just be a horizontal line at y = 1.

So far so good, however, the next function requires a little bit more thought.
y' =1

If you are asked to “find the solution” to this or “solve” it, what this typically means is for you
to find (if possible) an expression in the form “y = ...” that satisfies the expression. By our
previous experience with calculus, we can see that (through integration), the solution must be
of the form

Yy=x+c

and because this solution contains an unknown variable (in this case ¢) we would call it a general
solution. If you tried to sketch it on a graph, you’d have to draw an infinite number of parallel
diagonal lines (gradient=1), where each would have a different value of c.

However, if you were given a bit more information, such as that at x = 0 then y = 2, you can
now work out ¢ and say that the solution must be y = x + 2. This is called the particular
solution.

Similarly, for the function
1
y =1

the general solution must be of the form

1
y:§x2+a:c+b

because for any values of a and b, y” will always equal 1. Once again, to find a and b, you'd
need to be given more pieces of information (two more pieces to be exact).

Nothing complicated here! But now lets see what happens when things get more interesting....
Consider the equation

y=y
If you turn this into a slightly more wordy question, you're being asked, “what function exactly
equals the derivative of itself?”

Do you know any?

9.2 A function which is its own derivative

Let’s take a minute to recall the original “lim(RoR)” (i.e., “limit of rise over run”) definition of

a derivative: A
~ (18200

y, (l’) Az—0 Az

As we're looking for the special case where iy’ = y, let’s just substitute this in and see what

happens. A
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Now we need a good candidate function to investigate. Let’s use the function y = b*, where b
is some unknown constant. Why this function? Well if we take some test values for b, we can
see that when b is large (i.e., b = 100), then the gradient of 100” is always larger than 100%;
whereas, when b is small (i.e., b = 0.01) the gradient of 0.01% is always smaller than 0.01%... so
perhaps there’s a sweet spot in the middle!

. ' b(z+Aw) X
b= Alirgo < Ax >

This can be rearranged (skipping a few steps here, but make sure you have a go at the algebra
on your own if this looks like magic!) to

b= lim ((1—|—Ax)ﬁ>

Axz—0

If you try to approximate this on your calculator, you’ll probably start to recognise something.
At Az =0.1, b = 2.594; at Az = 0.01, b ~ 2.705; and at Ax = 0.001, b =~ 2.718... we’ve just
found e, or “Euler’s number”! That might seem like a lot of work, just to find something you
probably already knew, but Euler’s number is at the heart of differential equation analysis, as
it’s the only function that is its own derivative.... this is going to come in very handy!

So, if we look again at the ODE y = ¢/, we can

now say that the general solution must be of the 7 4;

form y = ae”.

9.2.1 Applying e more generally

What about the case of y = —/?7 In this sce-
nario, the function needs to equal the negative of
its derivative, but actually this is no problem, be-
cause y = e~ 7 differentiates to y = —e™*. Job done.
This same logic can also be used to solve y” = v,
which is just y = ae” + be~* (differentiate it twice

to check). 1.1
| | /N VA

However, it’s when you consider the case y = —y”

that things start to get interesting again. Now

we’re looking for a function which is the negative

of its second derivative, so our e~ * trick would not %}K ?’%

work here because we're differentiating twice and

the two negative signs would cancel. —  y =sin(x)
/ "' = cos(x)

So, can you think of any functions that are the 1M — ' = —sin(x)

negative of their second derivative... for a hint, see y® = cos(z)

the figure... it’s the trigonometric functions! So,

now we can write a general solution to y = —y” as

y = Asin(z) + B cos(x). We have to include both sine and cosine as they both have the negative
of themselves as their second derivative. However, if, for example, we were also told that y = 0
when z = 0, then we’'d know that the coefficient B in our general solution must be zero, as
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otherwise B cos(0) would not satisfy this condition. With a second piece of information, such as
y = 3 when x = m/2, we can now find our particular solution by simply substituting this into
y = Asin(z), to see that A must equal 3.

You might be wondering why I put so much emphasis on Euler’s number if the trigonometric
functions are also needed... and you might even be worried that perhaps this means many other
functions are needed for special cases... which I might force you to learn for the exam...?

Fear not! Just remember that you can express trig functions in terms of exponentials as follows

) eix _ efix eiw + efix
sin(z) = ————— & cos(r) = ———
So actually, the above y = —¢/” case was just more Euler’s number in disguise. This makes even
more sense when you consider that the function y = € differentiates to ¥’ = i€’ and then to
y// — Z'2€7lz — _eix = —y.

9.3 Categories

Various types of ODE exist and recognising which category a specific equation belongs to gives
us an indication of how its solution might be found (as well as how difficult the analysis is going
to be).

Imagining all possible combinations of variables in an ODE, the vast majority of cases are
considered to be non-linear. Non-linear ODEs are typically more difficult to solve and their
analysis is beyond the scope of this course. They contain non-linear elements, such as the
products of variables/derivatives or terms with exponents, e.g.

Py oo () dy
x@—i-y x—(a) = sin(x) and y<£> —\y=0

However, the category of linear ODEs are very useful for describing a variety of physical
systems and are also amenable to fairly straightforward analysis. All linear ODEs take the form
of a sum of derivatives, each with a coefficient, (example of a second order shown below)

n 2
() 274 order M % o
> ol = f10 2 order, 0+ ey = f(a)
where f(x) is a function of z, which does not need to be linear itself. Furthermore, within the
category of linear ODEs, we also have the important sub-category of homogeneous, linear ODEs,
which are those expressions for which f(x) =0, i.e.,

n

i nd order d2 d
— dz dz

The remainder of this chapter will be dedicated to the analysis of homogeneous, linear, second
order ODEs, as they can be used to model several physical systems relevant to engineering.
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9.4 ODEs in physical systems

This is the bit where we try to live up to the name “engineering mathematics”, by turning the
maths into meaning. ODEs can be used to describe a very wide variety of physical systems, but
the one that we're going to focus on here is often called the “spring-mass-damper problem”.

9.4.1 Spring-mass systems

Imagine a trolley of mass, m, attached to a spring of stiffness, /, that can move on a smooth
(frictionless) surface (see figure for colours).

This system can be described by a second-order,
linear ODE by summing all of the forces acting on
the trolley. Clearly, if the trolley is at rest and the
spring is in its neutral position (neither extended
or compressed), then there are no forces acting on
the trolley. However, if we moved the trolley in the
positive x direction, this would extend the spring
and the trolley would feel a corresponding force in
the negative x direction, pulling it back to the middle. In fact, this force would be negatively
proportional to the distance, z, such that Fy,n, = —/2 (where i represents the stiffness of the

spring).

Z

We're currently holding the trolley in place, but if we now release it, the force from the spring will
accelerate the trolley in the negative x direction (i.e., back toward the middle), from Newton’s
Second Law, we know that the sum of the forces on an object equals its mass times acceleration,
YF =ma= m%" =mi = ma".

So we can now write an expression for the motion of the trolley, which we can rearrange to see
is just a second-order, linear, homogeneous ODE, as discussed above.

re-express . rearrange . re-express .
— kT = ma — ﬁlaj—i— x:o — €rT = ——X > T X —x

The four expressions above all express the same concept, although the first is perhaps the
most descriptive (force balance); the second is the standard for this type of problem; the third
statement helps us relate this concept to the discussion in the previous section about derivatives
in general; and the final proportionality statement generalises the problem. We are clearly
looking for something that is related to the negative of its own second derivative, which as we
saw previously is a property of the trigonometric functions.

So, we can say that the general solution for this problem, must be of the form x = Asin(wgt) +
B cos(wpt). Where did the new constant wy come from? Well, compared to our initial discussion,
we now have some extra constants (4 and m) to account for. Our equation tells us that our
second derivative must equal (—//m) times our solution. Remembering how trig. functions
differentiate, we can see that:
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xr = Asin(wot) + B cos(wot),
T = Awg cos(wot) — Bwg sin(wpt),

i = —Awg sin(wot) — Bwj cos(wot) = —wax

Therefore, wg = —, and so wy = \/; Notice that based on this definition wy has the units of

1/time, so we can think of it as a rate or frequency. Referring back to our equations, we can
now see that the wy term is a kind of oscillation rate for our trolley system. But how do we find
A and B?

9.4.2 Initial conditions

In this idealised system, with no friction/air resistance/energy loss, if we move our trolley away
from the middle to an initial starting position xg and then let go, its future position as a function
of time, x(t), will be described by the general solution x = Asin(wgt) + B cos(wpt). In fact, now
that we know the initial position, we can say that x = xq when t = 0 and substituting this into
our general solution gives, g = Asin(0) + Bcos(0) = Ax 0+ B x 1= B, so B = xo.

Furthermore, as we know that the trolley initially has zero speed at the instant we release it, we
can say that £ = 0 when ¢ = 0. Our updated first derivative expression is & = Awy cos(wot) —
Towp sin(wot), so when we substitute our initial speed we get 0 = Awg cos(0) — zowp sin(0) = Awp,

so A =0.

By considering these two initial conditions, we can
now write down our particular solution as x =

o +
xq cos(wot), where wy = \/;
Physically, this means that our trolley is oscillating
with an amplitude of zy and a frequency of f =

N\ k/m
;—7‘1 = 5 , which we refer to as the resonant or
chamctemstzc or natural frequency (whereas wy is

called the characteristic angular frequency). This
seconds, our trolley

means that every T =
—x0 | —— X = I COoS wot m
returns to the position from which we originally

released it (we call ¢ the characteristic time period).

As you can see from this expression (and hopefully
from the imaginary trolley in your mind), increasing the mass of the trolley or reducing the
stiffness of the spring both have the effect of increasing the time period of the oscillation.

We call these trolley/spring systems “simple harmonic oscillators” and say that they perform
simple harmonic motion (SHM). Without energy loss, this system must oscillate forever.

Now imagine a slightly different scenario, where we take the same SHM system, but change
the initial conditions. This time, rather than giving the trolley an initial displacement, we
instead start it in the middle (x|,—9 = 0), but give it an initial speed, &~ # 0 (the vertical bar
notation “|” means “such that” or “when”, i.e.,  when ¢t = 0). Working through the analysis
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in the same way as the above, but using the two new initial conditions that x = 0 and = = vy
when ¢ = 0, we would now recover the particular solution z = 2 sin(wot). Make sure you can
work this through on your own before reading on.

9.4.3 Damping

Now we are going to add another component to
the system called a damper, which causes a force
negatively proportional to the speed, a bit like wind
resistance. You can see a simplified representation
of a “dashpot damper” in the adjacent figure. The .y ———
design imagines a sealed tube containing a viscous (4

fluid and a loosely fitting piston. As you move the
trolley, the fluid has to squeeze around the piston,
which would heat the fluid and dissipate energy
(and we can think about ¢ as being a related to the
fluid’s “viscosity”).

Unlike our SHM system from the previous section, we now have a means for the trolley to
lose energy. This kind of system is therefore referred to as “damped” and it has the following
governing equation, where ¢ is the damping constant:

mt+cx+ kx =0

This will be the first time that we attempt to tackle an ODE with three terms. Fortunately,
there is a well defined method for this. We start be re-writing the equation replacing the
acceleration/speed /position terms as follows:

mAN 4+ cX+hk=0

We now have what looks like quadratic equation in A, referred to as the characteristic equation.
We can find the roots of this equation by using the quadratic formula as usual.

_ b+ \/262 —4ac substituting \ = —c = \/2('2 —4m
a m

A

This is where things get interesting. The value of our discriminant (¢ — 4m/) tells us what
kind of roots to expect and, assuming m, ¢ and / are all positive (as they would be in nature),
there are three possible scenarios.
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1. Two complex roots (¢? — 4m/ < 0): “Underdamped”

In this scenario, the trolley will still oscillate, but the
damper has the effect of gradually draining the kinetic
energy from the system. The general solution for this
scenario is

= e " (Asin(wgt)) + B cos(wgt))

where v = 5~ is the damping coefficient, and wy =
Vwid —~?% is the damped natural frequency. The
damped natural frequency will always be lower than
the undamped natural frequency. As before, in order to
find A and B, we need to know the initial conditions of

the system (i.e., displacements and velocities).

2. Two real roots (¢* — 4m/k > 0): “Overdamped” Zo |

In this scenario, the trolley damping constant is so high
that the motion of the trolley is just a battle between

the spring and the damper. No oscillation occurs, just } _
an exponential drift to x = 0. The general solution for T 2T
this scenario is
—x(0) = x, ©(0) =0

r = AeM' + Bet! iy 2(0) =0, 2(0) = g
where A\; and Ay are the roots of the characteristic
equation (which will always be negative...).
3. Onme real root (2 —4m/ = 0): “Critical damping”
In this final case, the damping is tuned such that the
trolley returns to the middle as fast as is possible without
oscillation. This can be thought of as the scenario . STt
in which energy is lost from the system fastest. It is A
also when the damping constant equals the undamped % fl---  Overdamping
natural frequency v = wy, t¢.e., wg = 0. It has the " | — Critical dampling
general solution O T Underdamping

r=e¢ "(A+ Bt)

Mechanical systems, such as car suspension or nice kitchen draws which close slowly, often use
grease with a carefully tuned viscosity to ensure that they are critically damped, in order to
dissipate energy from the system as quickly as possible, but avoiding oscillation.

9.4.4 Other physical systems

We can write the general form of the spring-mass-damper problem so that it includes a force as
a function of time, F'(t), which would make it into a heterogeneous second-order, linear ODE.
You’ll learn methods for solving these later in the course.
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mi + c& + kx = F(t)

Is it also possible to describe other physical systems using simple second-order, linear ODEs. The
behaviour of a series electrical circuit consisting of an inductor, a resistor and a capacitor
(the order is irrelevant) can be described using the following expression,

dl q
LE+RI+5 =V(t)

where L is the inductance C' is the capacitance, I is the current, R is the resistance, ¢ is the net
charge through the system, V' is the voltage and ¢ is time. At first this may appear significantly
different from the trolley’s equation; however, once you've realised that [ = %, the similarity
should be clearer.

Li+Rj+Clqg=V(t)

voltage and force, as well as charge and displacement. This in turn implies conceptual translations
from inductance to mass; resistance to damping; and inverse capacitance to spring stiffness.
And it turns out the the maths really is identical.

Similarly, idealised hydraulic systems containing a flywheel (mass or
inductor), a constriction (damper or resistor) and a membrane (spring
or capacitor), can be modelled using the following expression

. . R
IV + BV +aV = P(t)

+
where I is the flow specific moment of inertia of the fly wheel; §isa V C_
viscous constriction factor; « is a volume specific membrane stiffness; v
is the volume of fluid displaced; P is the pressure drop across the system;

I
—
) L
and t is time... but even if you didn’t know what these terms meant, you | C
P
1
a

could still solve this ODE and discover things about this system. It’s
important to remember that all of the physical systems discussed in this
chapter are only approximately described using our simple ODE and lots
of assumptions need to be valid for this approximation to be useful... but
useful they are!

9.5 ODEs summary

Although we only explored one tiny region of the differential equations

universe (linear, homogeneous ODEs), this has already allowed us to

build approximate descriptions of several interesting physical systems.

We also spent longer than a typical undergraduate course making sure that the foundations
of our understanding were secure and I hope this means that when you come to tackle more
complex problems, you’ll be starting from a solid base.



Chapter 10

Coupled Oscillators

This chapter will bring together many of the topics we’ve covered so far in the course: graph
sketching, vectors, matrices, eigenanalysis, complex numbers and ODEs... you're going to love
it. Furthermore, it will allow you to start developing insight into how maths can help us model
more complex physical systems, with many components coupled (i.e., linked) together.

Take the spring-mass system from the previous chapter (forget the damper for now) and then
connect this mass, via another spring, to a second mass, which is itself connected to a wall by a
third spring (see figure below).

We can use a similar analysis approach to that laid out in the previous chapter, where we related
forces to accelerations, but we will have to consider each of the two masses separately.

As such, we will be considering a separate position variable for each mass, both of which
are defined as pointing in the same direction and equal to zero when the system is in static
equilibrium (i.e., when 2 and all its derivative equal zero). For the following analysis, let’s also
assume that all three spring are neither extended or compressed when the system is in static
equilibrium.

10.1 Sum of forces

So, for the left hand mass, m;, we must consider the effect of both the left hand spring, ki, and
the central connecting spring, k.. If we move m; to the right (i.e., a position xz; > 0), then
spring k; will act to pull it back towards x; = 0, just as in the previous chapter. But what
about spring k.7

Well, whether spring k. is stretched or compressed depends not just on the position of my, but
also on the position of my. More specifically the extension of spring k., depends on the relative

78
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location of m; to mgy, which we can write as (z1 — z3), i.e., if (x1 — x2) > 0, then spring k. must
be compressed, which act to push m; in the negative x; direction. Summing the forces acting
on m; resulting from springs k; and k., we can say

Ele = —]{311'1 — kC(ZE1 — l‘g) = mlftl

Applying the same logic to the second mass, clearly as it moves in the positive x5 direction, this
will compress spring ks, acting to push it back towards zo = 0. Similarly, the action of spring k.
will depend on the relative location of the two masses, leading to the equation

EFmQ = —]{521'2 — k’c(l‘g — 171) = mgi'g

We can take these two equations and write them as a pair of second order differential equations,
factorised for the x terms rather than the k terms.

mljfl + (]i]l -+ kc)131 — /{ZCZ'Q =0
mgig + (k’Q + k’c)$2 — /{?CSE1 =0

However, based on our work in the previous chapter it’s still not clear how to “solve” this
system, where, presumably a solution will take the form of a pair of equations, giving the explicit
location of m; and my (i.e., x1 and z5) as a function of time, ¢.

10.2 Natural frequencies and Eigenmodes

We saw in the ODEs chapter that spring-mass systems have a

“natural frequency” at which the system will oscillate if “perturbed” ,
(i.e., , set in motion). This concept extends to systems of coupled DOF

masses, but instead of having a single natural frequency, they 5

have one natural frequency per “degree of freedom” (DoF). The
number of DoF of a system is the number of variables required
to fully describe its independent displacement/rotation. The
adjacent diagram shows the six DoF of a body in 3D space, 3
translational and 3 rotational. So, for our two masses moving in
a one dimensional model, we have two degrees of freedom only,
described by x; and x,.

Let’s imagine a scenario where the two masses are vibrating at the same frequency, w. This will
of course have been the result of a certain set of initial conditions, but we’'re not interested in
these for now.

If the masses are oscillating at the same frequency, then their general solutions can be described
with the following pair of equations (which we can then differentiate twice to describe their
acceleration, as below).
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x1(t) =A; sin(wt) + By cos(wt)
x9(t) =Aysin(wt) + By cos(wt)

Where the amplitudes, A and B, are constants. If we differentiate these two functions with
respect to t, we find the acceleration function, which is simply the negative of the position
functions, multiplied by w?.

i1(t) = — w?A; sin(wt) — w? B cos(wt) = —w?x(t)

i9(t) = — w?Ag sin(wt) — w? By cos(wt) = —w?my(t)

With this in mind, we can go back to the pair of second order differentiation equations that
we initially constructed to describe our system and then re-arrange them leaving only the
acceleration terms on the right hand side.

(kl + kc) kc .
——— X1+ — T2 =2
my my
kc (k2 + kc) .
— X1 — X2 =X
ma ma

Next, we re-express these equations using matrix notation

—(kl—l-kc) & .

T m1 1| _ [T
ﬁ _(kf2+kc) Lo jQ
mo ma

22 result that we found above by investigating the trial general solutions,

Pulling in the & = —w
we can now say

— (kl +kc) &
my my Ti| _ 2|71

ma2 m2

which should, I hope, remind you of something... what do we call a vector which, when a matrix
is applied to it, yields the same result as multiplying by a scalar? An eigenvector of course!

Thinking back to earlier in the course, we can say that to find an eigenvector, we start from
the general expression Az = Az and rearrange to (A — AI)x = 0, which has solutions at
det(A — AI) = 0. In this case, we've given A the meaning “—w?”. So, we need to find

det mlk_c _(k2+7]?cl> o A - 0

m2 m2
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At this point, we could work through and find the general algebraic solution for the eigenvalues
(i.e., values of “~w?”) and their corresponding eigenvectors, but the algebra is both messy and
unhelpful in terms of intuition building for what the results would mean. So, instead let’s put
some numbers in using an example...

10.3 Example system

A pair of masses, m; and ms, are coupled to each other via a spring, k., and to rigid walls either
side of them by two further springs, k1 and k. The positions of the two masses are defined by
the variables x; and w9, which are both at zero when the system is at rest and at equilibrium
(the same as the first figure in this chapter).

Considering that my = 3m; = 3 kg and k. = 2k; = 3ky = 6 N/m, we can now write down the
two governing equations

sub in values

midy + (ky + ko) — kexa =0 —_— 1+ 921 — 629 =0

sub in values

maZo + (ko + ke)xe — kexy =0 = 3% + 89 — 621 =0

and, skipping through the various rearrangements, the matrix for finding eigenvalues becomes

7(k1+kc) _ )\ kc .
I poean sub in values -9 - 6
det 1& —(kg—l—k:cl) _ )\ = O B det |: 2 -8 )\:| = O
m2 m2 3
This returns the two eigenvalues A\; = —10.53... and Ay = —1.14..., which we can interpret as

our two natural frequencies w; = /=X = 3.24 s7! and wy = /=Xy = 1.07 s™! (ignoring the
negative frequencies resulting from the square roots).

Now that we've got our eigenvalues (telling us our natural frequencies), what can we learn from
their corresponding eigenvectors?

Following our standard eigenvector finding method, when we substitute in the first eigenvalue,
we get

-9 ——10.53 6 n| _[153 6 | [a] _,
2 = ——1053) |z2] | 2 7.86] |a2]

-3.93

which gives the eigenvector x; = { 1

}. Similarly, for the second eigenvalue, we get the

0.76

1 } , but what do this vectors mean?

eigenvector xy = [

Delightfully, it tells us amplitudes of oscillation of the two masses at that frequency! So, at
w = 3.24 571, the first mass will not only be moving more than the second mass, but also in the
opposite direction (i.e., 180° out of phase); and then at w = 1.07 s7!, the first mass will have
a smaller amplitude than the second, but this time they will be moving in the same direction
(i.e., in phase with each other).
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The figure below illustrates the mode shapes at these two characteristic frequencies, showing to
snapshots at the point of maximum displacement of each mass.

Low frequency mode (in phase) . High frequency mode (out of phase)
T, T, : ; Ty Ty
: z, : 2 : z, : Ty

10.4 Generalising

Even for this two mass system, working through the algebra can be quite arduous, but at least
it represents something physical, so you should get some clues if you go too wrong (no complex
eigenvalues for simple linear systems, for example!). What about systems with more degrees of
freedom?

Well, T hope you’d agree that following through the “sum of forces” to the matrix representation
wouldn’t be too much harder for a 3 mass system, just more messing around with algebra. You’d
end up with (3 x 3) matrix describing the system, which would have 3 real eigenvalues and three
eigenvectors. What’s more, the same pattern would emerge: at low frequencies, all the masses
would be in phase and moving together and then as you go to higher frequency they would
increasingly vibrate alternately in opposite directions. So, at the highest natural frequency of a
multi-mass system, each mass would be moving in the opposite direction to its neighbours.

10.5 Mind blown

Let’s round off this chapter and this term by blowing your minds...

In your mind’s eye, zoom in to the atoms of a metal bar or plate. You
can think of each nucleus as a little mass, connected to it’s neighbours be
electromagnetic forces, which you can think of as little springs...

This means that when you inject some energy in to the system (hit it), it
should have some preferred frequencies at which it will vibrate, as well as
“modes shapes” corresponding to each of those frequencies. These modes
shapes are complicated patterns and depend on the exact size and shape
of the object, what it’s made of and how it’s being held. They are also
quite beautiful!
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Chapter 11

The Laplace Transform

11.1 Origins of the Laplace transform

To understand what Laplace transforms are and where they come from, it’s useful to think back
to power series. In the following equation, we simply state the generic power series formulation,
which is the infinite sum of terms containing powers of 2", each with it’s own corresponding
coefficient a,,. This polynomial will return us a number if we feed it a value of z, so we can say
that it is equal to some function of z, which we will call A(z).

o
ap + a1 + asz? + asx® + ... = Z a,x” = A(z)
0

We can now make a small modification to the notation and replace the subscript notation, a,,
with a totally equivalent functional notation, where a(n) is a function which takes a natural
number n = 0, 1,2, 3... and returns another number a(n). So we can now write the near identical
expression:

However, this expression allows us to see the power series in a new light, where we are really
just associating (wiggly arrow) the two functions a(n) and A(x), via the power series.

a(n) ~ A(z)

So, if you are given a function a(n), which returns coefficients as a function of n, what you get
back through this power series association is a function A(x) describing the sum of that power
series as a function of z. For example, consider the simple function a(n) = 1, which is just the
case where for any value of n, a(n) will always equal 1. Our power series simply becomes

1+x+x2+x3+...52x":A(x)
0

Thinking back to our chapter on sequence and series, the above expression is simply a geometric
series, where the first term is 1 and the common ratio is z, so substituting this into our expression
for the summation of a geometric series to m terms, we get,

1—rm substitute . 1—2a"
S = a1 ! Substitute, A(xz) = lim T
]_—7" n—o00 1—{L‘

84
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By analysing the convergence of the above expression, we can see that this summation can only
be evaluated when |z| < 1 (in which case lim,_,, (") = 0). So we can now say that

Sl <
5 1—=x

Bringing all of the above together, we have just found our first example of an association, where

in general a(n) ~» A(z) and in our specific case described above 1~ ==, |z| < 1.

Let’s try another example, think of the case where a(n) = .

1 1 -
l+o+ -2+ -3+ = —a" = Az
g
We saw from our power series chapter that this series converges to e” for all z, so we've now
found our second association.

11.1.1 Discrete to continuous

This is now where the magic happens... Our function a(n) took a natural number as its input,
but what if instead we used a function a(t) that would take any positive real number 0 < ¢ < oo
(i.e., we are going from discrete to continuous). We can now no longer use the discrete sum
operation, but instead we must use its continuous analogue, integration.

Zanx" _ A(ZL’) : |ZE| <1 discrete to continuous / CL(t)ZEt dt = A((L’) 7 O<r<l1
0 0

Similar to the summation case, for this integral to stand any chance of converging, we will need
x < 1 so that evaluating the limit ¢ = oo will not cause it to explode. Also, to ensure that the
answer is real (as opposed to complex), we must now also keep x positive, so 0 < z < 1.

Although the integral expression above is a valid form of the variable transformation we are
looking for, very often it’s more convenient to integrate “e to the power of something” rather
than “x to the power of something”. So, we simply use our rule of logs and remember that

tIn(x)

n(=) and therefore 2! = e )

r=e
/ alt)rtdt = A(z), 0<r<l =—/%5 / a(t)e!™@ dt = A(z) , In(z) <0
0 0

At this point we are going to make one more adjustment, just to clean everything up. Rather
than having this annoying “In(x)” term (because of the range of z, we also know “In(z)” is
going to be negative), we are simply going to make a substitution. We will introduce a new
variable s = —In(x)

/ a(t)e!™@ dt = A(z), In(z) <0 RlLUTEN / at)e™dt = A(s), s>0
0 0

The final thing left for us to do is just to make the expression look more familiar. Currently,
we have the function a(t), but more typically, we call functions f(¢) (not that this makes any
difference, but this is how you will see it written elsewhere). We now have the final expression.

Laplace Transform: / fetdt=F(s), s>0
0
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11.1.2 Definitions and details

It’s worth noting here that you can now see for yourself the difference between a transform
and an operator. The majority of the maths you’ll have met so far deals with operators
(e.g. differentiation), transforms change the variable. It’s typical, when transforming a function,
f(t), to use the upper case letter F' to represent the equivalent transformed function, in order
to highlight the link between the two. You will also sometimes see f(s), instead of F(s), as the
upper case may already have been used for something else.

f(t) Transform F(S) f(t) Operator g(t)

Other notation conventions include the use of the swirly ‘£’ symbol to denote a Laplace transform.
So we can write £{f(t)} = F(s), often (but not always) using “braces” {} instead of brackets
(). Finally, we can also still use the wiggly arrow for this purpose, writing f(t) ~ f(s).

Another detail that we have not discussed yet is the improper integral fooo, which needs special
treatment. The integral of a function over an infinite interval is the limit of the integral over a
finite interval as the bound on the interval tends to infinity. In symbols:

/OOO F(t)dt = lim /Okf(t) dt

So, first solve the finite form of the integral then find the limiting value as we let k£ tend to oo.

Finally, the Laplace transform is a linear transform, which means that it obeys our convenient
rules of linearity. So,

L{F@) + 9} = L{F ()} + L{g(1)}
Licf(t)} = cL{f(1)}

This will be very handy when we want to transform long expressions, as we can now break them
up into parts.

11.2 But what does it mean?

You know where Laplace transforms come from, how to calculate one and how to write them
down, but what do they mean? It’s easy enough to formally state what a Laplace transform
is, but less easy to explain exactly what it does. One clue is that the reason for using ¢ as the
variable in our original function f(¢) is that we often apply Laplace transforms to functions of
time, which gives a small hint as to what s might be.

Formally, we can state that: “Given f, a function of time, with value f(¢) at time ¢, the Laplace
transform of f gives us an average value of f taken over all positive values of ¢ such that the
value f (s) represents an average of f taken over all possible time intervals of length s.” ... Not
hugely illuminating.

In fact Laplace transforms are strongly motivated by real engineering problems, where typically
we encounter models for the dynamics of phenomena which depend on rates of change of
functions, e.g. velocities and accelerations of particles or points on rigid bodies, prompting the
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use of ordinary differential equations (ODEs). We can use ordinary calculus to solve ODEs,
provided that the functions are nicely behaved, which means continuous and with continuous
derivatives. Unfortunately, there is much interest in engineering dynamical problems involving
functions that input step change or spike impulses to systems (e.g. collisions of snooker balls).
Now, there is an easy way to smooth out discontinuities in functions of time: simply take an
average value over all time. But an ordinary average will replace the function by a constant, so
we use a kind of moving average which takes continuous averages over all possible intervals of ¢.
This very neatly deals with the discontinuities by encoding them as a smooth function with
interval length s.

The amazing thing about using Laplace Transforms is that we can convert a whole ODE initial
value problem into a Laplace transformed version as functions of s, simplify the algebra, find
the transformed solution f(s) and then finally undo the transform to get back to the required
solution f as a function of t.

Interestingly, it turns out that the transform of a derivative of a function is a simple combination
of the transform of the function and its initial value. So a calculus problem can be converted
into an algebraic problem involving polynomial functions, which is typically easier to solve.

In this course we find some Laplace Transforms from first principles (i.e., from the defini-
tion equation), describe some theorems that help finding more transforms, then use Laplace
Transforms to solve problems involving ODEs.

11.3 Finding Laplace Transforms

We have three methods to find f(s) for a given f(t):

1. From the definition:  L{f(¢)} = [[° f(t)e ' dt = F(s), s>0

For f(t)=0, E{O}:/O 0dt =0

For f(t)=1, £{1} _ / ot df — [_lest] 1
s o S

For f(t)=t,  L{t) / et = [t 4l [t

- s o s 82

d d < _4d et 100 < .
For (1) = . g{d_@;} / Dt = ey +s/0 ety dt = sj(s) - y(0)
2 2 o0

For f(t) = %, L {%} /0 _St = int. by parts x 2 = s%j(s) — sy(0) — y/(0)

For f(t) =e", (a = constant)

o o 1 > 1
L{e"} = / e e dt = / e~ gt = [— e_(s_a)t] = , s>a
0 0

S—a 0 sS—a

2. From a property: There are a number of powerful theorems about the properties of
transforms: e.g.

or example 1 1
L{af +bg} = al{f} +bL{g) LI rr3r44)= 3 4
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Also, as per De Moivre’s theorem (i.e., cos(at) + isin(at) = e):

; 1 realise denominator ; S 1a
L at] L aty
e s—1a e} 82—|—a2+32+a2
Hence, equating real and imaginary parts and using linearity,
s . a
E{COS(CLt)} = m & ﬁ{sm(at)} = m

3. From a list: Computer algebra packages like Mathematica, Matlab and Maple know
Laplace Transforms of all the functions you are likely to encounter, so you have access to these
online, and the packages have also an inversion routine to find a function f(t) from a given f(s).
There are books with long lists of transforms of known functions and compositions of functions;
e.g. some that are harder to calculate:

n!
sntl’

L{t'?} = % (:—3)1/2,
{1y = (91/2

d"y N - k-1, (n—k)
E{dtn}—sy k:15 y (0)

L{t"} = n=01,2,...,

11.3.1 Finding inverse transforms using partial fractions

Given a function f, of ¢, we denote its Laplace Transform by £{f} = f ; the inverse process is
written: R
s} =

A common situation is when f (s) is a polynomial in s, or more generally, a ratio of polynomials;
then we use partial fractions to simplify the expressions. Given an expression for a Laplace
transform of the form N/D where the numerator, N, and denominator, D, are both polynomials
of s; use partial fractions:

1. if N has degree equal to or higher than D, divide N by D until the remainder is of lower
degree than D
2. For every linear factor like (as + b) in D, write a partial fraction of the form A/(as + b)

3. For every repeated factor like (as + b)? in D write two partial fractions of the form
A/(as + b) and B/(as + b)?. Similarly for every repeated factor like (as + b)® in D write
three partial fractions of the form A/(as + b), B/(as + b)* and C/(as + b)?; and so on.

4. For quadratic factor (as? + bs + ¢) write a partial fraction (As + B)/(as®> + bs + ¢)

For repeated quadratic factors write a series of partial fractions, but with numerators of the
form (As 4+ B) and successive powers of the quadratic factor as the denominators.

With a little more algebra you should in this way be able to write the original expression as a
sum of simpler transforms, which are found in your table. You then add their inverse transforms
together, to get the inverse of the original transform.
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11.4 Solving ODEs and ODE Systems

The application of Laplace transforms is particularly effective for linear ODEs, and for systems
of such ODEs. To transform an ODE, we need the appropriate initial values of the function
involved and initial values of its derivatives.

Consider the example, from our ODE chapter, of an overdamped harmonic oscillator with the

equation shown below. In this case, the trolley starts with an initial displacement and an initial
velocity.

T4+3t4+2x=0 where, at t=0: z(0)=5 & %(0)=7
We can Laplace transform this system by considering each term separately
[s°X — sz(0) — £(0)] +3[sX — 2(0)] +2[X] =0
Then we can factorise to
(s° +3s+2) X — (s +3)z(0) —2(0) =0
Substitute in our initial values
(5°+354+2) X —(s+3)5-7=0
Rearranging for X

22 4+ 5s partial fractions 17 12

s24+3s+2 s+1 s+2
Finally, we can look up the inverse transform from a table and write down the solution in the

time domain.

x=17e7t — 12 %

The example we’ve just worked through was a homogeneous second order ODE. We can also
apply Laplace to solve heterogeneous ODEs (i.e., where the right hand side of the equation
does not equal zero). Modifying our example to include a force which grows with a function of
time.

T+3t+2r=4—-6  where,at t=0: z(0)=5 & #(0)=7
We simple transform each term and grind through the algebra once again:

. 4 6 many steps...

[$°X — sz(0) — 2(0)]+3 [sX — 2(0)]+2 [X] = ——— — r = 27e " —16e 242t —6

s?2 s

Laplace transforms also allow us to solve systems that we would struggle with in the time
domain, such as step inputs and impulse problems, where all we’d need to do is look up the
transform of the relevant additional terms and work through the algebra.
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Frequently used Laplace Transforms

Function

ft)

0

1

t", forn=20,1,2,...
/2

—1/2

eat

sin(wt)

cos(wt)

t sin(wt)

t cos(wt)

et

e sin(wt)

e cos(wt)

sinh(wt)

cosh(wt)

Impulse: (Dirac 0) : 0(t —a) (#0att=a,else =0)
Step function: H,(t)(=0 fort < aand =1,t> a)
Delay of g: H,(t)g(t — a)

Shift of g: ¢“g(t)
t
Convolution: f(t)*g(t) = / flt—7)g(r)dr
0
t
Integration: 1 x g(t) :/ g(T)dr
0

Derivative: 1/

Derivative: 3"

Transformed function
For= [ et

0

1/s

n!/s"t

1 3\1/2
(/s

)"

1/(s—a)

w/(s* 4+ w?)

s/(s* +w?)

2ws/(s* + w?)?

(5% —w?)/ (s + w?)?
nl/(s —a)"*!

w/((s — a)® + w?)
(s —a)/((s — a)® + w?)
w/(s* = w?)

s/(s* — w?)

—as

€
e—as/s
e g(s)

g(s —a)



Chapter 12

Fourier Series

Fourier series is a way of representing any function in terms of other functions, with some
similarities to Taylor series, but also some key differences. Fourier uses a series of “harmonic”
functions (i.e., sine and cosine) as its basis and, like the Taylor series, the accuracy of the
representation typically depends on the number of terms used. In the Taylor series, each
term requires the calculation of a new coefficient in front of a higher power of x (i.e. f(z) =
ao+ a1+ asx® 4+ azx +ayxt...), whereas for the Fourier series, each term requires the calculation
of new coefficients in front of higher frequency harmonics (i.e. f(z) = ag+ ay cos(x) + by sin(x) +
as cos(2x) + by sin(2x) + as cos(3z) + bz sin(3zx) + ...).

In Taylor series, a point of interest, ¢, is chosen, around which the series is expanded and adding
more terms allows the approximation to be useful increasingly far from c. With the Fourier
series, an interval of interest, [z — L,z + L] is selected and unlike the Taylor series, each
additional term makes this approximation a little better (on average) everywhere in the interval
simultaneously. Regions outside of the interval are totally ignored by this method, so unless
the function is itself periodic (also with period 2L), the approximation will not converge to it
outside of this interval.

There are many alternative ways to express the Fourier series, but the one we will be using on
this course is perhaps the most common due to its simplicity of interpretation.

+Zancos( > Zb sm<mm>

= l/L f(x)dx
/ f(z) cos T)dx
/ f() sin %)dx

where f(z) is the function you are trying to model in the interval —L to L. If f(x) is a periodic
and “integrable” (i.e., “can be integrated”) function, with a period of 2L, then the Fourier
series can be used to perfectly recreate it. In some cases it is more convenient to perform the
integrals from 0 to 2L (rather than from —L to L), which is an equally acceptable definition.

where,

91
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Although these equations might look a little intimidating, its essentially just a set of instructions
for calculating the coefficients a,, and b,, that go before each of the harmonic terms and it’s up
to you to decided how many terms you need, which will depend on the problem you are solving.

Two questions might immediately spring to mind: Firstly,
why is there an ag, but not a by? And secondly, why is ag
divided by 27 To answer the first question, simply set n =0
in the equation for b, above. Since sin(0) = 0, so by will
always equal zero for any value of f(x) (therefore calculating
it would be pointless). The answer to the second question is
a little bit more involved, but starts by picturing the function
f(x) = cos?(nx) (black line in the adjacent figure). Notice
that for n = 1, the red shaded area under the curve (i.e., the
integral) is exactly half the blue area between 0 and 1 in ‘
the vertical axis. Furthermore any integer value of n will 0 ™ ot
have an integral of 7 in this range except n = 0, which has

an integral of 27 (see the area under the dashed line in the Plot showing f(z) = cos?(nz) for
figure). Hence, we need to renormalise the a, term to make 7 =0andn=1.

it resemble the rest of the series. A simpler way to think of the first term is that it’s just the
mean of the function in the interval...

12.1 Symmetry of functions

If a function is a symmetrical reflection of itself across the vertical axis, it is referred to as an
“even function”. If rotating a function by 180° around the origin leaves it appearing unchanged,
it is referred to as an “odd function”. If neither of the above criteria are met, then a function

is neither even nor odd.

D ”

\ -/
— A +2? A‘ z—a® T e’
3 cos(2z) sin(z) sin(x) + 3
— 6e 2 —\ z! —ad -2 -1
)
Even functions Odd functions “Neither” functions
f(z) = f(—=z) f(z) = —f(-z)

Notice that translating a curve up or down the vertical axis would not affect the evenness of an
even function, but it would stop the oddness of an odd function, making it neither. Another
way to thinking about this is that even functions are functions whose Taylor series would only
use even powers of x (zero is even!) and odd functions are functions whose Taylor series would
only use odd powers of x. Therefore, if a function uses both even and odd powers of z in its
Taylor series expansion, it is neither even nor odd.

Crucially, if a function is even, then all b, = 0, and if a function is odd, then all a,, = 0 (including
ap). Identifying this early on can save a lot of calculation time!
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It turns out the functions can be decomposed into their respective even and odd constituents.
Where

f(@) + f(=x))
2

such that f(z) = feven(2) + foaa(z).

f(@) — f(=x))

feven(x) - 9

Joda(z) =

Examples:

For the even function g(x) = 22 + 3, then geven(z) = (x2+3)+(2(*x)2+3) = 2>+ 3 = f(z) and
2243)— ((—)2
() — D) g

For the odd function h(z) = 27!, then heyen(x) = # = 0 and heqa(z) = % =
r~! = h(z).

For the neither function p(z) = sin(z) + 3, then peyen(z) = EREIATEREDIT 3 5,4
Poda () = (Sm(z)’L?’)_Q(SIn(_IHS) = sin(x).

What about the function f(z) = e (consider it’s Taylor series... what’s the pattern of even and
odd terms)?

12.2 Periodic functions

Periodic functions are composed of an infinite sequence of identical repeat units, examples include
the harmonic functions (i.e., sine, cosine and tangent) and various discontinuous functions
such as the “saw-tooth” and “square wave” functions. The Fourier series is well suited to
approximating periodic functions, even if they contain discontinuities.

1,,

1

1l I e 1 1

First Second Third Twelfth

/ot

1!

The four graphs above show the odd “saw-tooth” function (black), as well as the first, second,
third and twelfth order Fourier approximations (blue). Also shown (red dots) are the profiles of
the highest frequency sine waves used in each case. Notice how, unlike the Taylor series, the
Fourier approximations improve the function (on average) at all points simultaneously. Also
notice the high frequency wiggles close to the discontinuity, which are referred to as Gibbs
TINging.
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The figure on the right shows the

Fourier expansion (up to the 8 or- — €’ 30
der) of the function f(x) = €* in the — gx(2)

interval —7 to m. Clearly, f(z) = €® 29
is not a periodic function, so al- 20
though the approximation appears

to be reasonable in the interval con- 15
sidered, it is totally useless outside of

this domain. However, as use of the 10
domain [—, 7] was arbitrary, what’s S

to stop us from making this interval
much larger? As we shall see later
on in this chapter, we can even in-
vestigate the case where the interval
[—00, 0] is used, which yields a very
powerful result!

12.3 Complex exponential representation

Previously in the course we saw that the trigonometric functions could be written as complex
exponentials and vice versa, i.e.,

" = cos(x) + isin(z)

1

Using these we can reformulate the Fourier Series in terms of complex exponentials, rather than
sines and cosines. This simplifies the representation to,

g(x) = i Cy exp (mzx) :

n=—oo

with,

1 [F nmTT
C’n—ﬁ/_Lf(:v)exp(— 7 ) dz

Note here, that this is a sum over both positive and negative values of n, and that the zeroth term
is included in the sum, rather than being separate in the cosine case. The complex exponential
case is completely equivalent to the sine and cosine representation; A truncated Fourier series
with exponential terms from —N to N will give exactly the same function as sine and cosine
terms from n = 0 to V. The sinusoidal and complex exponential coefficients are related as,

an = Ch +C_, & by = i(Cy — C_,) .

This description has the advantage of being simpler, there is only one type of term and the
coefficients all have the same form, at the price of introducing complex numbers to describe an
entirely real function (For real functions, the coefficients are constrained such that C_,, = C}).
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12.3.1 Example - Square wave

We will now walk through the full calculations for the exam-
ple of a square wave, as shown in the adjacent figure. The
function has a period of 27 and is discontinuous and odd.

f(:v):{_l’ m<0’ —r<z<m
1, x>0

Firstly, as we have noticed that f(z) is an odd function, we
can be sure that all the a, terms are zero (including ay). — 4 —
Also, as the period is 27, we can replace L in our standard
equation with 7. This means that our Fourier series will be
of the form

g(x) = an sin(nz), where b, = %/_ f(z) sin(nz)dz

To evaluate b,, at each value of n, we must consider the two regions ([—7,0] and [0,7]) of this
discontinuous function separately. To do this, we simply integrate first from —m to 0 where

f(x) = —1 and from 0 to +m where f(x) = +1; our constant is the sum of these two integrals.
L[ by=2 [ fa)sin(2e)d
bi=— [ f(z)sin(z)dx S f(x)sin(2z)dz
T - 1 0 . . |
([ cnsne s [(Wsinar) ([ vsineode s ["wsinzo)
o 0
1 ({1 0 1 i
= L 24+2) = 4 1
= @+r29=2 =—(0+0)=0

As is often the case with Fourier series, we can now save ourselves a lot of work by looking for
patterns in the behaviour of the coefficients. From studying the calculation for b, it should be
clear that for any even value of n, the result will always be zero. Similarly, for odd values of n,
the calculation for b; shows us that the only difference between each term will be a factor of %
We can now write down our Fourier series approximation for this function and plot the effect of
truncation. Blue is the approximation and red is the highest frequency included.

g(x) = % {sin(m) + %sin(i%a:) + % sin(5x) + } = % Z 1 sin(nx)
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12.4 Fourier transform

Although we won’t be studying the transform in much detail, take

some time to look back at the graph of the function f(x) = e” )
and its Fourier series approximation. Although it seems clear that G
this approach has some limitations for non-periodic functions, : ‘ )
consider what happens when we imagine the period to be infinite? l l

This means that the problem we have with the “fake” periodic i i
discontinuities should disappear, which is exactly what the Fourier A 3 3 A A~ L
transform allows us to do. This means that if we take a signal ~ 7 \/ \/ A\
in the time domain, f(¢), we should now be able to write a new

expression for this in the frequency domain, f(w).

The integral below does just that, where the sine and cosine functions that we used in the series
expansion have been replaced with a complex exponential (N.B. (e**)" = cos(nz) + isin(nz)).
Furthermore, if we have started with frequency data, there is also an inverse Fourier transform
for recovering the time signal. The figure above shows a function and its transpose together.

fr= [ e fy= [ feienan

The relationship between time and frequency is not the only useful pairing and the same concept
relates position and momentum. Fourier transforms are also very useful in calculus, where a
differentiation in the time domain can be as simple as a multiplication in frequency space.

12.5 Mind blown

Pretty much everything about Joseph Fourier’s (1768-
1830) work is mind blowing. Fourier analysis is at
the heart of so much of modern technology, from the @ el L_’J\_u
compression of images (this is how a jpeg file is so
small, but also why sharp edges get blurred) to the
transmission of sound messages by your phone. What

is perhaps even more astonishing, although it shouldn’t
be surprising, is that nature also makes use of this concept.

\ N To calculate the
NS, Fourier transform,

NN just listen!

Inside your ear, there is a tube full of tiny hairs and when a sound wave enters your ear, it causes
some of these hairs to resonate. Low frequencies stimulate the soft region near the entrance,
whereas high frequency activate the narrow end of the tube. Real sounds are rarely perfect sine
waves, but rather a superposition of many waves all with different phases and frequencies. If
your brain simply used a pressure sensor to measure incoming sound, it would need to perform
some very complicated numerical analysis in order to reconstruct the incoming waves. Instead,
most of this work is done by the mechanical Fourier transform performed by the hairs, which
simply tell the brain which frequencies are incoming and how loud they are.



Chapter 13

Multivariate Calculus

13.1 Functions of multiple variables

So far we have been dealing with functions that take a number, e.g. x, as input and return a
number, f(x), as output. We can upgrade to functions of multiple variables, or multivariate
functions. i.e.,

f(x,y) = 4zsin(y) + ber .

This function takes two inputs,  and y and returns a single number f(z,y) as the result. In
principle, our multivariate functions could also return a vector. We will cover this later in the
chapter, but for now we’ll concentrate on the case where a function takes multiple inputs and
returns one output as there’s lots to say about this case before vectorising everything!

The first thing to consider is how to actually visualise these functions. 2D functions aren’t
generally a problem since the 2-input and 1-output adds upto a 3D space that we can visualise.
The common representations include surface plots, contour plots, and density plots.

An example of some of these is included on the next page - here input dimensions are drawn in
pink, and output dimensions in purple.

For higher dimensions, we’ll have to rely on the intuition built up in the 2D case, as we’ll no
longer be able to plot the function in its entirety.

97
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Takes 1 input; Returns 1 output

Takes 2 inputs; Returns 1 output

Takes 2 inputs, Returns 2 outputs

Takes 3 inputs; Returns 1 output

Takes 3 inputs, Returns 3 outputs

05

Takes 1 input, Returns 2 outputs

-05

-05
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13.2 Partial derivatives

Now we have multivariate functions, can we do calculus with them? The answer is of-course
YES! but we’ll need to upgrade our machinery.

For a function f(z,y, z), we can now differentiate with respect to either z, y, or z. We'll define
the partial derivative as differentiating with respect to one variable, whilst keeping the others

constant. e.g.,
of
(£>yz 7

means taking the derivative of f(z,y) with respect to = whilst holding y and z constant. Notice
the curly-d, 0, this is pronounced ‘partial’. Sometimes the little subscript indicating which
variable is being held constant is omitted when it’s otherwise clear what’s going on.

There are other notations you might see in the wild,

of(x,y)\ _Of . ,
(T)yz_a_x_azf_fza

Let’s see a couple of examples; consider,
flx,y) =32y + 2y + ay®

differentiating with respect to x, whilst treating y as if it was just a constant, gives,

(g) = 6zy + 0+ y*
ox y

= 6ay +1° .

We can do the same differentiating with respect to v,

(g> =32% +2+ 22y .
oy /),

Let’s go again with a more complicated example,

f(z,y) = dxsin(y) + bex

af - . 5y y
8_x = 4Sln(y) — P€
of 5 y
3y 4z cos(y) + er

Make sure you see how these results are obtained by holding one varible constant. (It may help
you to replace the constant variable with another letter, like a, to give the impression that these
really are just constants.)

This gives us all we need to upgrade most of our 4 differentiation rules.

Sum rule:
of 9y

% (2, y) +g(x,y)] = 92 9r
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Power rule:

) = na ()

Product rule:

dg(z,y)
oz

9 1,9 9l )] = W

. g(z,y) + f(z,y)

Chain rule (part 1):
_ 4/ 09

0
%f(g(m,y)) = 1y oz

Notice here that f is a function of one variable, when we differentiate it we use ordinary upright

ds, as % is just the derivative of f with respect to its single argument.

We’ll have to wait until later in the chapter to see what happens if f was also a function of
multiple variables.

13.2.1 Higher order derivatives

We can differentiate more than once to give us higher order derivatives. There are now more
options as to how to do this. e.g. for,

f(x,y) =2ye® — 2°y* +¢°

0

of = 6ye*” — 32°y?
Ox

02](‘ 3x 2
ol 18ye™ — 6zy~ .

So far so good, but we could have decided to differentiate with respect to y after the first x
derivative to form a mixed derivative,

oof _&f _
dydx  Oydr

6e3” — 622y

Let’s start by differentiating with respect to vy,

f(x,y) =2ye® — 2°y* +¢°

0
8—f = 2e%" — 223y + 5yt
Yy
82
8_;; = —22° + 20y°
82
ﬁxgy = 6e* — 62y .

Note how gafy = %. In general it doesn’t matter the order your differentiate by.
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13.3 Stationary points

Let’s look into stationary points (turning points) for multivariate functions. Here for a turning
point, all partial derivatives need to be zero. i.e. f, =0 and f, = 0. Consider the function,

flz,y) =2 +ay+y* 52—y +7,
the derivatives are,

fx:2x+y_5
fy:x+2y_17

Setting these equal to zero, we have a pair of simultaneous equations that have the solution,
x = 3,y = —1. This indicates that there’s a stationary point at (3, —1), but what is it’s
character? a maximum, minumum, or something else? We’ll cover later in the module how you
can tell, it will involve the second derivative (and the cross terms, f,,) In addition to maxima,
minima, and inflection points, there is another point of interest that appears in multi-dimensional
systems, a saddle point, which is a special kind of inflection point. This is where a stationary
point appears like a maximum from one direction and a minimum from another.

Minimum

13.4 Total differentials and derivatives

We have so far looked at the derivatives along x and y, but we may want to take the derivative
along other directions, or a curved path within the x,y space; for this we can use the total
derivative. Let’s consider the change in the function, f(x,y) as we take a small step away, i.e.,

Af = flx+ Ax,y + Ay) — f(x,y)

Then let’s do a bit of mathematical trickery, including adding zero and multiplying by one.

Af = flx+Az,y+Ay) —f(z,y + Ay) + f(z,y + Ay) = f(z,y)
0
f(x+ Az, y + Ay) — f(fv,y+Ay)Ax+ [y +Ay) = [r,y) o
Azx Ay Y

In the limits as we take Az and Ay to infinitesimals we can see the rise over run definition of
the partial derivatives. So we get the following expression for the total derivative,

_(9f of

Af =
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(or in more than two dimensions, this generalises as you’d expect)

_(of of of
‘”—<59;?+(aﬁ;?+(aﬂg?+“

Let’s take an example to illustrate how the a total differential can be used.

Example: “A box has sides z, y, z changing in length over time ¢. Find the rate of change in
volume.”

The volume is V(x,y, z) = zyz. And x,y and z are all
changing functions of time t¢:

Let’s set up the total differential for this problem, \ /
y(t) z(t)

ov oV oV
dV‘CﬁL?*(@ﬁJ”*Gﬁlf

In this example, if we calculate the partial derivatives,
oV oV

T = Y% Gy = 17, and%—‘;:xy.
The derivatives dz / dt, dy / dt and dz / dt are either given as functions of ¢ or simply as values
(e.g. ‘x is decreasing at 0.2 metres per second’ means dz /dt = —0.2 if SI units were assumed.)

In general, given a function f(x,y,z...), where the variables x,y, z, ... are each functions of
another variable ¢, then the total derivative is given by:

df dx dy dz

a ~ra Vg Tt

In some cases, you might have a function of some variables which are related to each other
through a single underlying variable, as well as the underlying variable itself.

Example: Consider the function f(z,y, z,t) then the total derivative with respect to ¢ can be
expressed as:

df _0fdt ofde ofdy 0fd
dt  otdt Oxdt Oydt 0Ozdt

If the velocity field is defined as uw = dz /dt, v =dy / dt and w = dz / dt then:

df _of  of  Of  Of

ot Yor Yoy Tz

which is sometimes also referred to as the “material derivative” and written D—’:.
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13.4.1 Chain rule

With the total differential, we can complete our upgrade to the chain rule. i.e. what happens
when we have, f a function of v and v, which are each functions of both z and y,

%f(u(x,y»v(x,y)) |

We can solve this by writing the total derivative,

_(of of
= (5e) e ()2
from which we can derive,

(5).7G).(5). (5).G).

which is the fully upgraded chain rule.

Let’s test this with an example, let f(u,v) = vu? — 02, u(x,y) = y/z, v(z,y) = = + y, Then,

Putting these together,

OFy w1, v )
), VuE—ilz u? — v? ’

and replacing v and v, and rearranging,

(%) - wi’?i;??; . e

Let’s see if we can get the same answer by direct substitution.

flu(z,y),v(z,y) =V (y/z)> — (x +y)?
af _1 1 (2o,
RPN L e (x 8 “’))
y/a® —x —y

Vy/a)? = (z+y)?

As we would hope, this comes out the same as previously. Often in particularly complicated
examples, the full chain rule can save time and effort.
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13.5 Vector calculus

13.5.1 Vector functions

It can be of benefit to vectorise our functions, i.e.

fxy,2z) = f(x)

This is especially the case if you have varibles that naturally bundle together, like physical
spatial dimensions, or if you have a large number of variables to keep track of, i.e. in data
science.

In addition to functions that take a vector as input, there are functions that return a vector as
output, and functions that do both.

Functions that take values at every point in space sometimes get called fields, i.e. the temperature
at any point, 7'(x), in a room is a scalar field, and the velocity of the airflow at any point in a
room, v(x), is a vector field.

differentiating a vector function with respect to a scalar is easy, it differentiates component wise,
ie.,

d dF,(t), dF,(t). dF.(t)
Identities like the chain rule, work as you might expect,
d ~da(?) db(t)
(a()b(t) = () +a() =
d _ da(?) db(t)
T (a(t)-b(t)) = % -b(t) + a(t) - T
d _da(t) db(t)
T (a(t) x b(t)) = g X b(t) + a(t) x i

13.5.2 The del operator

When the argument is a vector, we can introduce the vector differential operator V, pronounced
del (the symbol itself is called nabla. The operator can also be written as %), which behaves
like a vector with the components,

0 0 0
=i—+j—+k—+...
v 18x+‘]8y+ 8z+ ’

there are a number of useful ways to apply this, depending what kind of quantity we have.

where we have coordinate vector x = (5, 2)T, f(x) is a scalar field, and u(x) = (u(x), v(x), w(x))*
is a vector field. (Don’t forget the AT notation allows us to write a column vector as a transposed
row vector, to save space!) The properties translate as you'd expect in dimensions other than
3d (except curl which doesn’t exist apart from in 3d!). The rules as to what is a valid input
or output, are the same as for the scalar, dot, and cross product, so no extra learning of cases
required.
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Name Example Input | Output
Divergence (div) V-u(x) = Zu(x) + a%v(x) + Zw(x) Vector | Scalar
Gradient (grad) Vfx)=iZ f(x)+ ja% (x) + k2 f(x) Scalar | Vector
V2 = (a—Q + 24 8—2) X Scalar | Scalar
Laplacian (Del-squared) /&) 8”“"22 6y22 8222 1)
Viu(x) = (% + g—yQ + %) u(x) Vector | Vector
1 J k Wy — Uy
Curl (curl) Vxu(x)=| 2 a% 2 = |u, —w,| | Vector | Vector
u(x) v(x) w(x) Uy — Uy

The divergence measures if in a vector field, the vectors nearby a point flow inwards or outwards
towards the point.

The gradient measures for a scalar field, which direction is the steepest i.e. which direction
changes the value of the function quickest, and by how much.

The Laplacian, as you will see, it comes up a lot in partial differential equations. It can be
applied to scalars or vectors (V2 is a scalar operator).

The curl will measure by how much a small object placed in a vector field would rotate if pushed
by those vectors.

There are plenty of vector calculus identities that exist, that we won’t go into detail here.
There’s a comprehensive list on Wikipedia: Vector calculus identities, should you need to look

them up.

Gradient Divergence

Figure 13.1: a) Gradient of a scalar field. b) Vector field with a constant divergence. ¢) Vector field
with a constant curl.

Examples

Tyz
Find the divergence of the vector function, | 3y%x
z? + 12
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Let’s start by writing out the div operator in full,

xyz % Yz
V| 3% | = |5 | 3y
z? + y? aé: z? + y?
0 0 0
_ 9 9 (3,2 O 2, 2
5, (1y2) + 8y< yu) + oo (@ +y7)
= (yz) + (6yz) + (0)
=y(z+ 6x) .
Calculate the gradient of zy — 22.
rof
5
V(ey— ) = |3 | @y -2
ar
:8z
Y
=| =z
| —22

Calculate the Laplacian of sin(zy).

) 2 2\
Vsin(zy) = @—l—a—yz sin(xy)

= —y?sin(xy) — 2 sin(xy)
Calculate the Curl of yi — zj.

y i j k
o o 9
VX |—x =9z a3y 9=
0 y —x 0

0 0

= 0 =10

—-1-1 —2

13.5.3 Gradient revisited

Previously we saw the gradient operator and how it takes a scalar field and returns a vector
field.

vi= |4

We can generalise this to apply to vectors too. Since the gradient takes a scalar and upgrades it
to a vector, taking the gradient of a vector field should upgrade it to a matrix,

ou  du  Ou
o1 w o
_ o v
Vivi= |5 dy 0z
w ow Ow dw

ox oy 0z
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This patern will continue giving larger objects each time. They become harder to write down
because we run out of space, but the general form of scalar, vector, matrix is called a tensor
(these are the same tensors that flow in the famous machine learning library TensorFlow).

Applying the gradient once (to a scalar or a vector field etc.) has a special name, the Jacobian.
J = Vf. For a scalar function, this returns a vector - what if we apply it again? It should
return a matrix, and it does!

2f 0% f % f

8:2(:2 8:r2<9y 8128z

_ _ |oif  o9if 9%f
H = V(Vf) | oyozx 8%12 AOyOz
o 9F  9f

0z0r 020y  0z2

This one has the special name, the Hessian, do note that V(V f) # V2f, as one is a matrix and
the other a scalar, although the trace of the Hessian does equal the Laplacian! Tr(V(V f)) = V2f.

We'll revisit the Hessian and Jacobian when we look at optimisation later in the module.

Do note that computers are quite good at doing linear algebra (this is actually the primary
feature of programs like matlab and numpy in python). What is important is that you get a
feel for how the tools work so that you can interpret the meaning of results.



Chapter 14

Partial Differential Equations

14.1 Recap

As you will remember, an ordinary differential equation (ODE) is an equation with at least one
ordinary derivative. The definition for partial differential equations is as expected, an equation
with at least one partial derivative. Let’s recap ODEs, and see what insights we can gain as we
upgrade to PDEs. Take the following ODE,

df(z) 72

dx ’
We can find a solution to this equation, which is to say a function of x that satisfies the ODE.

ie.,
1
f(z) = §x3 +c.

This simple expression represents a family of solutions to the above equation, parametrised by
the constant ¢ at the end. If we were given further information, we could find the particular
solution. Say we know the value of the function at x = 0, we could replace ¢ with a specific

value,
fle) = 38+ £(0)

So far so good, what if we had the very similar PDE,

af<x7 y) LL’Q

Ox ’
Not a lot has changed, so the solution should look very much like the ODE case,

flz,y) = 1y c(y) -

3
The only difference is in the ‘constant’ term; the only requirement is that is constant when
varying x, that’s to say nothing of varying y. In fact this term is upgraded to a function of y.
This subtle change has implications for how we specify a particular solution. Previously we
could lock down our solution by specifying information at specific points on the function, e.g.
at = 0, now we have to specify the function for all values of y.

108
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Figure 14.2: Solutions to the PDE % = z2.

Example: Find ¢(y) for the particular solution of the above PDE where f(x,y) takes the values
f(y) = e¥ when x = 0.

f@w)=%ﬁ+f@)
£ = (0,9) = 50°+ cly)
cly) = ¢

1
= flz,y) = 32" +¢

Example: Find ¢(y) for the particular solution of the above PDE where f(x,y) takes the values
f(y) = 2sin(my) along the curve x = |/y.

This example is more difficult, it illustrates how we can specify boundary conditions over a
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curve in x,y space, rather than a specific straight line.

flz,y) = %f’ + c(y)

F) = F(W50) = 5 + )

2sin(my) = é(y1/2)3 + c(y)

3/2

c(y) = 2sin(my) — %y

1 . 1
= f(z,y) = gx?’ + 2sin(my) — gy

3/2

Figure 14.3: Particular solution to the PDE % = z? with f(z,y) = 2sin(ry) along z = /3.

These examples have set the scope for more complicated partial differential equations. Our
PDEs are equations in more than one dimension, whose general solutions are functions of
multiple variables, and the particular solution to these is specified by a information given at
curves within the space.

14.2 PDE strategies

Often for engineering purposes, the goal isn’t to find a new solution to a differential equation,
but to manipulate known solutions to the situation at hand. The PDE we saw last time was
simplistic, it almost looked like the simplest ODE. This was to get a feel for what kind of objects
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we're looking at. Now let’s consider a more realistic PDE, one that has derivatives in more than
one variable, i.e. the wave equation,

a2f<l',t) _ 6262f<$,t) )

o Ox?
In principle we don’t know how to solve this yet. An effective technique can be to use a trial
solution, and test whether it does indeed solve the equation, perhaps generating a further
condition on when it is valid. Perhaps frustratingly, there’s not often a good way of selecting
trial solutions other than already knowing that they are likely to work. I might call this, in jest,
the Wolfram Alpha approach.

For the wave equation, let’s test the hypothesis that solutions take the form,

f(x,t):f(x¢ct),

which represents wavepackets with a shape f(z) that moves to the right (— sign), or to the left
(4 sign), with a speed c¢. To do this, we must find the partial derivatives of the test solution
and see if they match the PDE,

W = Fef'(x F ct)
2

8 f(;tj: Ct) _ sz”(l' a= Ct)
w = f'(w F ct)

2

FieFd) f(;; 4 _ f(x F ct)

Therefore, inserting these into the PDE,
Af'xFt) =Af"(x F ct)
which as the LHS and RHS are equal, is always true.

Since the wave equation is a linear PDE, then any sum of solutions is also a solution. Therefore,
the general solution to the wave equation is,

flz,t) = fr(x—ct) + f_(z+ct) .

For a particular solution, it is not enough just to know the value of the function at a boundary,
i.e. at t = 0, since we would have one equation and two unknowns,

If we had a second piece of information, such as the value of the function at another time, or
the time derivative, then we could solve for f, and f_. e.g.,

OO _ _of (2) + ef (a),
ot o
Therefore, since,
of (x,0)

——— = fi(@) + fL(z)
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20 10 10 20

05t

Figure 14.4: Left and right traveling wave solutions to the wave equation.

then,
L 10f(0) 1 0f(at)
=50 "2 a |,
pooy_ 10f(x,0) 1 9f(x,t)
@) = e T e |,

Then f+ can be found by integrating these.

14.2.1 Separation of variables

The previous example relied on us knowing something specific about the wave equation. We
won’t always have this knowledge, so let’s explore a more general technique called separation of
variables. This technique assumes that we can write a solution that is the product of functions
of one variable. i.e.,

[z, t) = X (2)T(t) -

Here you will note that X (x) is only a function of x and T'(¢) is only a function of ¢. If we plug
this into the wave equation, we get,

X(2)T"(t) = X" (2)T(t) .
Now, dividing through by X (x)T'(¢), will give us,

T _ LX)
() X(z)

Here we see that the LHS is only a function of ¢ and the RHS is only a function of z. This
implies that each must be constant, since it can’t be a function of x, the LHS doesn’t depend
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on z, nor can it be a function of ¢ since the RHS doesn’t depend on ¢. This allows us to split
the equation out into two ODEs,

T LX),
T(t) X(x)

T'(t) = —w*T(t)
X'(@) = =5 X (),

where —w? has been introduced here as the constant term. (I've chosen this form specifically
because I know what comes next, but there’s nothing stopping me saying the constant was just
A for example). We are able to solve these ODEs, they give sinusoidal solutions,

T(t) = Aye™ + A e
X(x) — B+€iwx/c + Biefiwz/c

These are then combined into one equation (with some rearranging),
Fla,1) = Cufw)e! 30 4 O (w)e20rset

You'll notice how the x F ct behaviour gets recovered here. The constants have been given an
explicit w dependency, this is to indicate that the general solution is a sum over all possible
values for w (which is any real number),

f(l',t):/ dw C+( )e c (z—ct) _|_C ( ) i%(a:Jrct) )

[e.9]

Dealing with expressions like this is the subject of Fourier analysis.

14.2.2 Example - Application to PDEs

You may wonder why we spend lots of time on the separation of variables technique in PDEs.
The answer is, often (i.e. for the wave equation, Laplace’ equation and diffusion equation) we
separate out ODEs that permit sinusoidal solutions. These sinusoids can be combined into a
Fourier series in one of the variables, which then can tell us how the function behaves in the
other variables.

E.g. for the diffusion equation, % — &gxé = 0, we get ODEs,

X"(x) = —k*X(x)
T'(t) = —T(t)
with v = ak?,
with solutions,
flz,t) = ae~ ¥ cos(kxz) + be *"! sin(k:v) :
Remember, that this is true for any arbitrary k. We could set £ = 2% i.e.,

f(x,t) =ae "2 tcos<nz ) +be ! sin(n—zx> :
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Remember that sum of solutions to a linear PDE or ODE is also a solution, so,

CWLT( an27r2
)= 5+ 3 (e ten(U) 4 () )

is a solution too.

Now, here’s where it gets interesting. If we set ¢ = 0, then this expression turns into the Fourier

series.
e 0)= 2 43 (nes(2) + o5

So, if we work out the Fourier coefficients a,, b, for an initial condition, f(z,t = 0), then we
can know how that function evolves in time. By grouping together the fourier coefficients at the
exponential, we can get time-varying coefficients,

2.2
an®m® 4

ape L2

S
3
—~
~
SN—
I

2.2
an®m®

by(t) = bye™ 2

which allow us to reconstruct a new Fourier series at any moment in time, just by knowing the
t = 0 state.

Let’s apply this to the previous square wave solution,
@0 =2 3 Lt
x — — sm nw
g T
n=1,3,5,...
therefore, by pattern matching to the general separable solution,
(x,t) = 1 i sm(n:c)e an’t
! T n=1,3,5,.

is the full particular solution, that solves the diffusion equation. It looks like this:

Diffusion equation

Let’s apply our technique to another useful PDE, the diffusion equation,

of (xz,t) 0 f(x,t)
ot @ ox?

This equation models how a localised concentration of a quantity spreads out, or diffuses, over
time. The constant « is the diffusivity, which measures how readily a concentration diffuses
away. A mental image of this could be how a blob of honey might spread out if you dropped it
on a table (assuming no surface tension). The expression is found in an engineering context to
model how concentrations of ions, or gasses pass from an area of high concentration to an area
of low concentration, or indeed how heat is conducted in a solid object (the diffusion equation
also gets called the heat equation).
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15

Figure 14.5: A square wave evolving in time under the diffusion equation, calculated using Fourier

series.

Let’s attempt to gain insights about the diffusion equation by applying separation of variables.
Again, let f(z,t) = X (2)T(t), then,

Of(t) _ It
ot 0x?
X(2)T'(t) = aX"(2)T(t)
(i) X"(z)

W~ “X@)

Giving us two ODEs, with solutions,

X(2) ] Bsin (ﬁ) 4 Ceos ( \ﬁ)
= f(x,t) = B'sin <\/gx> et 1 O cos (\/gx) ot

What we see here is that fine features that vary spatially over short distances tend to die out
quite quickly - they have a large v parameter in the sin and cos, but equally that large parameter
is in the e, which means this feature decays fast. Conversely, coarse features that vary over

longer distances tend to remain for longer.
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Figure 14.6: Sinusoidal solutions to the diffusion equation.

14.2.3 Fundamental solution

Let’s look at the diffusion equation from a different angle, to see if we can gain any more insight.
If we assume a concentration as having a Gaussian profile at an initial time,

1‘2

0 =exp (<55 |

where here ¢ is the standard deviation (or characteristic width) of the concentration, it would
be reasonable to assume the width gets bigger over time. We could guess that the profile stays
Gaussian over time too - this is a hypothesis, we’ll need to confirm that it is indeed true.

First we need a general piece of information from the diffusion equation, namely, does the area
of the concentration curve remain constant for all times? To answer this, we can integrate the

diffusion equation itself,
- Of(x,t % O*f(x,t
[ et [y, S
ot _ 0x?
On the left hand side, we can reverse the order of differentiation and integration, and on the
right, we can directly integrate,

o [ _Of(x,)
a/_ooda:f(a:,t)—a pe

—00 o0

Of (z,t)
Ox ’

T—00 T—r—00

if we assume the concentration goes to zero sufficiently fast towards infinity, then the derivatives
towards infinity will also go to zero, giving,

8 oo
E/ dz f(z,t) =0.

—00

This confirms that the area underneath the concentration curve does indeed remain constant
over time. This area would represent things like the total number of particles (molecules, ions,
etc.); this remaining constant seems reasonable.

With this in mind, let’s rewrite our Gaussian to have a constant unit area,

f(z,0) = U—\}%exp (—%) :
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Figure 14.7: Gaussian solution to the diffusion equation.

Let’s follow our hypothesis that the width changes as a function of time - although as
unknown function for now,

an

We'll need to plug this into the PDE, so let’s first calculate the relevant partial derivatives:

af(aa;, b \/127 :‘0(1)2 n 09(55)4] o' (t) exp (—%)

oft) _ 1 [ }exp?(_ 22 2)

Ox Vor | o(t)?
Pflx,ty 1 [ 1 T

02 Von | oGP o t)5] P <_2:(j5)2>

Inserting into the PDE,

Now, this is a non-linear ODE, but it can be solved fairly easily.

do(t) B
FO’(t) =«
/da(t) o(t) = /dt o
o(t)’
5 =at+c

o(t) =v2at + 2c
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or by fixing the constant term,
o(t) =+/0(0)2 + 2at

Let’s pause and have a look at what we’ve just uncovered. Our guess that the concentration
shape would remain Gaussian as it diffuses was correct, and the condition for this to be true, is
the function form of o(¢) just derived. Our derived solution is therefore,

e ()
O /o0 1 2at D\ 20(0% + dat )

The width of the concentration expands proportionally to the square root of the diffusivity
times time, i.e. relatively slowly, and slowing as it widens out. Note that this expression gives

imaginary widths for times ¢t < —¢(0)/(2«), which is nonsense. Therefore, this solution has a

a(0)
2a0 7

the width goes to zero, we have a solution with finite area (i.e. particle number) yet localised
exactly to a single location at a single instant in time, and spreads out from there.

bounded domain, where it only predicts behaviour in the range t € <— oo). In the limit as

[z, 1) =

1 ( x? )
exp| —— | .
Varat dat
This form is of particular use to construct the time-evolution of an arbitrary starting concentra-
tion, earning it the rather grandiose name of the fundamental solution.

In this chapter we have looked at partial differential equations, seeing how they generalise from
ODEs and that they need to be specified over curves rather than single points for a particular
solution. We’ve explored some ways of finding solutions to PDEs, either by constructing them
out of known pieces, or techniques to reduce the PDEs to a set of related ODEs. What we’ve
not covered is non-linear PDEs (a whole course on it’s own) or inhomogeneous PDEs, where
there is a driving term for our waves, or heat/particle sources and sinks in our diffusion equation.
Often these PDEs can be solved to required precision numerically, and we’ll explore this later in
the module. Quite often, we have equations that are in more spatial dimensions, and where the
parameters (like wave speed and diffusivity) are able to change as a function of space. In these
cases, stitching together solutions from simpler cases, or numerically solving are often the only
way of tackling, but the intuition build here should give you insight when faced with that task.



Chapter 15

Finite Differences

15.1 Introduction

You will have seen that in some simple scenarios it is possible to find analytical solutions to
differential equations; however, even very minor increases in complexity usually make this
approach impractical, if not impossible!

Finite difference methods are a numerical approach to solving differential equations by approxi-
mating derivatives with “difference quotients”. First, the simulation domain (typically time
and/or space) is discretised (chopped up into chunks), where the properties of the system are
stored at discrete nodes. Then a Taylor series expansion is used to describe the relation of each
node to the others in the system. This method is exclusively used with the help of computers, as
it involves many simple steps being repeated zillions of times. However, if the equation for every
node really did include all the others in the system, this would be too much even for computers,
so a truncated series is used, which typically only involves each node’s nearest neighbours.

15.1.1 Taylor series again

As we learnt previously, the Taylor series assumes complete knowledge of a function at a single
point (the value and all its derivatives) and uses this information to recreate the whole function
with a power series. For all smooth, continuous functions, there will exist an exact polynomial
description if the series is expanded to enough terms. In some cases, such as trigonometric
functions, infinitely many terms are required. If we assume that we know every thing about the
function f(x) at the point ¢, then we can approximate f(x) at any other point by using:

" (3) c (n) C
1) = 1)+ =)+ L@ —ep + T Do ey Ty

Next, we make the substitution z = ¢ + Az (we use the notation Az to imply a very small, but
non-zero step size. The motivation for this will become clear after the next step...)

f,/(C) (Al’)Q + f(3)<C)

fle+Az) = f(0) + f'(e)(Ax) + 1 3

(Az)® + ... +

119
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our expression now says that if we know everything about f(x) at point ¢, we can also find f(x)
at some point Az away from c.

Many mathematical descriptions of physical phenomena, such as diffusion, involve the relation
of differentials. The expression in the previous equation can be rearranged to make the first
differential the subject, as shown in eq. 15.1 (be sure to have a go at this rearrangement
yourself!).

fle+2) = f(o) [As Aa? Ad?

flle) = R L0+ S 1) + S

F9) + ... (15.1)

So we now have an equation for the first derivative at position ¢ in terms of the values of the
function at f(c) and f(c+ Ax), as well as a bunch of more complicated derivative terms (which
have been put into square brackets...). What we can now say is that if Az is very small, then
all the terms inside the big square brackets must be really small compared to the first terms.

In fact, we will intentionally leave out the square bracket terms and use only the first part of
the expression to form our approximation. We can now say that by truncating the Taylor series
expansion before the second derivative term, we will expect to get an error on the order of Ax,
which is fine if Az is small enough! We often write this error as e = O(Ax), where the symbol
O means “on the order of”. So the approximation of the function f(x) at point ¢ becomes

Flo)~ Lt AA“;): — /) (15.2)

This formulation is referred to as the Forward Euler approach and was first described in 1768
(way before computers!) by Leonhard Euler. If you think back to your study of linear functions
for graph plotting, the equation above looks suspiciously like “gradient=rise/run”, which I hope
does not surprise you too much! In fact, this linearisation is exactly what a first order finite
differencing scheme does (i.e. it takes any function and describes it as loads of tiny line segments
- the smaller these lines are, the better the approximation will bel!).

The Backward Fuler can be similarly constructed by stepping Az away from ¢ in the negative
direction (eq. 15.3) and has the same magnitude of error.

f(e) =

f(C) - i(;— ASL’) n {%f”(c) _ ATfo”/(C) + A_LL’?’

fP(c) - } (15.3)

An improved approximation can be found by taking the average of the Forward Fuler and
Backward Fuler. Equation 15.4 shows the resulting expression, referred to as the central
difference, which now has an improved O(Az?) truncation error.

~ fle+Ax) = fle—Azx) [Aﬁ Azt

Fle) = . O+ @] asa)
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These three methods are shown

graphically in the adjacent plot,
where the difference between the out-
puts has been highlighted by extend-
ing their tangent approximations for f(z;1)
the point x;.

Similarly, we can also construct an
approximation for the second deriva-
tive by taking the difference between
the Forward Euler and Backward Eu- f(;y) [ ,':’,f:", e Node

ler. This should also not come as a — f(z)
surprise when we consider that the - Forward
second derivative is just the gradient f(z,,) 4 Backward
of the gradient! SO0 e Az Az A -~ Central

Value

4
A
4
A
A
A
4
N

As with the central difference, this
approximation to the second deriva-
tive also has an O(Az?) truncation error. Position

fle+Az) —2f(c) + f(c— Az) (Ax2

f(e) = e @) + ) (15.5)

15.2 Application example - Numerical diffusion

Now that we have suitable approximations to the first and second derivatives of a function, we
can use them to approximate the solution to a useful equation. Diffusive processes are very
common in engineering and, in 1 dimension, are described by the equation

aC(t,z) D82C(t, )

ot 0x?

where C' represents the concentration of a diffusion species, ¢ is time, x is distance and D is
some kind of diffusivity coefficient (i.e. how easy is it for this thing to move around). The 0
symbol is used to signify that a partial derivative is being evaluated as C' is a function of both ¢
and x. Firstly, using the forward difference approximation in eq. 15.1, we can approximate the
time derivative to be

oC(t,z) C(t+At,x)—CO(t,x)

ot At

Then, using the second derivative approximation in eq. 15.5 we can approximate the second
spatial derivative

?C(t,x)  C(t,x+ Azx) —2C(t,x) + C(t,x — Ax)

Ox? Ax?




122 DE1-Maths: Engineering Mathematics - Dr Sam Cooper

Substituting these two approximations back into the diffusion equation, we get

C(t+ At,z) — C(t, x) C(t,x + Az) — 2C(t,z) + C(t,x — Ax)
~D
At Ax?

Looking at the expression above, we can assume that we know all the values of C' at time t (i.e.
now) and are therefore using this expression iteratively to work out the values at time ¢t + At
(i.e. the next point in the future). Therefore, we can rearrange the equation above to make our
unknown the subject

A
Clt+ At z) ~ DA—; C(t, 2 + Ax) — 20(t, ) + C(t, & — Ax)] + C(t, z)

Finally, to make this more convenient for a computer to calculate many times, we will first
make the substitution o = D-2% and then expand the brackets such that each value of C' is

Az?
only called once.

Ct+ At,z) = oC(t,x + Az) + oC(t,x — Az) + (1 — 20)C(t, x)

We now have an expression ready to be input into a simulation which models time dependant
diffusion. This approach is referred to as a Forward-Time Central-Space (FTCS) model because
of how the approximations were derived. There are many subtle tweaks that we can implement
in order to speed up or improve the accuracy of this simulation, but many real world codes
today would simply use the expression we've found above. Interestingly, the FTSC method
becomes susceptible to instability and oscillation if o > 0.5, so we must be careful to avoid this.
Detailed explanation of why this is is beyond the scope of this course, but use the MatLab code
shared below to see for yourself!

15.3 Systems of equations and conditions

To describe a system that we wish to simulate, it’s not enough just to give the governing equation
(e.g. the diffusion equation of the wave equation). In addition, you will need to know things
about what happens at the edges of the system (e.g. is there an insulator blocking heat transfer
or maybe a blow torch adding more heat!), as well as the state of the system at some point in
time (usually the initial condition). It is often convenient to write all of this information in
a little cluster using the following format which we call a system of equations. A solution is
something that satisfies all of these equations at the same time.

0T = a0y, T on (0,00) x [-L, L],
T|i=o = 25 v

=0 - (15.6)
Tloe 1 = 100 Wt > 0,

Tlor =0 vt > 0.
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The system above describes a one dimensional heat diffusion problem, with initial and boundary
conditions. The first line is called the governing equation, which in this case is diffusion equation
applied to the temperature, T. The parameter « is just a coefficient mediating the process,
which in this case can be interpreted as the thermal diffusivity. The text to the right of this
equation tells us where/when this equation applies, which in this case is all time from now,
0 <t < o0, and a region of space 2L wide, —L < z < L (notice I've used the same rule for
bracket selection as described in Chapter 1).

The second line of the equation contains two new symbols: a vertical line symbol “|” which can
be read as such that, or just at; and an upside-down capital A symbol “V” which should be read
as for all. So the line reads “The temperature at time equals zero is equal to 25 for all 27, i.e.
initially the temperature is 25 everywhere.

Following the same logic, the third line reads “The temperature at position x = —L is equal
to 100 for all time greater than zero” i.e. the temperature on the left hand side of the system
equals 100 from now on. Similarly, the final line of the system says “The temperature at position
x = L is equal to zero for all time greater than zero” i.e. the temperature on the right hand
side of the system equals 0 from now on. So, although the system is initially room temperature
everywhere, as soon as the clock begins, the temperatures at the two edges snap to new values,
as if one end is touching boiling water and the other end is touching an ice cube.

100
100 ﬂtfl) TIpU
T ﬂt::[) T Tlt:a .
S
T ~_ T -
25 \\*:\‘;u&\\ 25— -

This scenario is represented in the figure above, which shows what the distribution of temperature
is initially, some time later, and eventually converging to a steady state scenario with a constant
temperature gradient across the sample from hot to cold. Fixing the value of a system at any
particular location is called a Dirichlet boundary condition; however, we could equally well
fix the gradient instead (called a Neumann boundary condition), as in the following example
system.
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o,T = a0, T on (0,00) X [—=L, L],
Tli—g = 25 v
|t70 x, (157)
alex:_L =0 Yt > 0,
0,T|o—_y = 10 Yt > 0.

This time the left hand side of the system has a fixed gradient of zero (which we can think
of as an insulating barrier, letting no heat in or out) and the right hand side has a constant
gradient of 10 degrees per meter (we can think of this as a controlled heat source, like a laser).
The figure shows the distribution of temperature initially, at time ¢ = a which is when 7’|,
first increases about 25 degrees, and at time ¢ = b which is when T'|,—_; = 50. Notice that the
gradient of the temperature at x = —L and x = L are the same at t = b as they are at t = a.
These gradients are defined in the system of equations. Since this system is gaining heat at one
end and not losing any heat at the other, it will just keep getting hotter and hotter, although
the shape of the temperature profile will stay the same for ¢t > a.

15.4 Notation

The functional notation used above can be a bit of a hassle to write, as you probably noticed
in the above. In some cases it can be convenient to instead use subscripts and superscripts to
communicate the value of ¢ and x, either in the continuous form, or using indexes to refer to
locations in the discrete form.

Continuous form: C(t+At,z+Axz) = CIH3 Discrete form: C(n+ 1,i+ 1) = CI'Y!

Ax

t cn n
® ® o' o'l e ®
C_n+1
o e ' o ) ) )
At
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15.5 Code

%% Begin Function

% 1 Dimensional diffusion

D=1; % Define D [m~2/s]

delta_t=0.1; J Define the time step [s]

delta_x=1; 7 Define the spatial step [m]
sigma=D*delta_t/delta_x"2 JCalculate sigma

steps_t=300; % Define number of time steps

steps_x=100; % Define number of spatial nodes
C=zeros(steps_t,steps_x); % Define concentration matrix

% Initalise concentration at t=0
C(1,20:30)=1;
C(1,50:70)=0.25;

for t=1:steps_t-1 7 Iterate through time steps
% Use finite difference to calcuate concentration at next time step
% Assume spatial end values are always zero
C(t+1,2:end-1)=sigma*C(t,1:end-2)+sigma*xC(t,3:end)+(1-2*sigma)*C(t,2:end-1);
% Plot results
plot(l:steps_x,C(1,:),1:steps_x,C(t+1,:));
drawnow

end

legend('Initial distribution','Diffusion simulation');

xlabel('Position, x /m');

ylabel('Concentration, C');

%% End Function

Copy and paste the code above into a Matlab file
(save as DiffusioniD.m). When you run this script, !

it should generate a plot after each time step similar i
to that shown below. When reading it, remember T
that all the green text after the % symbols are
called comments and are included just to help you
understand the code (i.e., they are totally ignored
by the computer).

I o o
IS > %

Concentration, C'

o
o

This simulation could equally represent heat trans-
fer, mass transport or even the movement of bacte-
ria. Notice the smoothing effect that diffusion has, 0 2 It 6 0 100
turning an initially very sharp distribution in to Position, & /m

two overlapping curves similar to Gaussians.

You should work through the code to make sure you understand each line and then try modifying
it. Perhaps start by changing the initial distribution to something more unusual. Next change the
value of the node at = 0 to something other than zero to observe the effect (i.e., C(:,1)=1;).
What does this do?

The spatial nodes at either end of our simulation are currently not being updated as we
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iterate. This means that their values don’t change, meaning that they act like a sink and the
mass/heat /bacteria will just flow through them as if they were falling off the edge of a table.
However, clearly this is only appropriate for a certain set of scenarios. What happens at these
boundaries is what we refer to as boundary conditions. Our current fixed value boundaries are
referred to as Dirichlet boundaries, but several other options exist.

15.5.1 Alternative approaches

An alternative approach, called Backward-Time Central-Space (BTCS), can be derived in the
same manner as the FTCS and has the same associated truncation error, but it does not yield an
explicit solution. Instead an implicit approach must be used where the values of concentration
within each iteration are calculated simultaneously by solving a system of linear equations.
This matrix operation typically incurs more computational expense per iteration than FTCS;
however, the BTCS approach is unconditionally stable and immune to oscillation for any value
of o.

The figure below illustrates the nodes required (or stencil) to update each value of C' in an
iteration for the FTCS and BTCS methods, as well as a third (particularly awesome) scheme,
called Crank Nicolson, which you’ll have to google.

FTCS BTCS Crank-Nicolson

n+1 [ n+1 -—I—A nt+l e——¢—o
n n n e——e—=e
-1 1 1+1 -1 B} 1+1 -1

1 +1




Chapter 16

Root Finding

As discussed earlier in the course, it is sometimes possible to find the roots of equations simply
by factoring them into linear factors or using known analytical solutions (such as the quadratic
formula). However, in many cases there is no direct approach to find the roots and a numerical
method must be used.

A variety of methods have been developed over the years, which vary in simplicity and efficiency.
This chapter will explore the bisection method and the Newton-Raphson method.

16.1 The Bisection Method

If a function has a single root between the two xz-coordinates, z, and zg, then f(z,) and f(xp)
should have different signs (i.e., one positive and one negative).

The bisection method starts with the user specifying an interval
(i.e., two z-coordinates), which they believe to contain a single root.
Next, this interval is bisected (i.e., cut in half) to create two smaller
intervals either side of our bisection point, x;. By evaluation f(z1),
we can then determine which of the two new intervals must contain

the root (i.e., the one with the sign change). 7 x},g
If we are lucky with the selection of our initial interval, our bisection \___|

point may eventually coincide with the root itself (f(x,) = 0), but this
will not usually be the case. As such, we must continue to iterate the

bisection method until the interval containing the root is acceptably
small. This method is summarised as follows:

1. For iteration n, calculate x,,, which is the midpoint of the current interval, x,, = % (o + x5).
2. Calculate the function value at the midpoint, f(x,,).

3. If convergence is satisfactory (that is, if the interval § (zo — 2) or the value f(z,) is
sufficiently small), return z,, and stop iterating.

4. Check the sign of f(x,) and replace either =, or z5. Go to step 1 if not converged.

127
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Example - The function f(z) = —32® + 72? 4+ 22 — 4 has three distinct roots. We would like
to find an approximation to the first positive root using the bisection method. We know that

the first root lies between the points z, = 0.5 and x5 = 1.5 (this interval [z, 2] is highlighted
in fig. 16.1).

6 ¢
flxa) = =35 + Tl + 2z, — 4 — f(z) = -3+ 722+ 22 — 4
= —3(0.5)* + 7(0.5)* + 2(0.5) — 4 1]
= —1.625 (negative)
2 1

flag) = =32 + Tag + 225 — 4
= —3(1.5)% + 7(1.5)* + 2(1.5) — 4
=4.625 (positive)

0.5 1 15

The first bisection point occurs at

1 —1 =
T1=3 (o + ) 2 (0.5+1.5) =1 Figure 16.1: Shows successively smaller in-

tervals resulting from each iteration of the bi-
section method.

f(x1) = =32} + T} + 22, — 4
=-3(1)* +7(1)* +2(1) — 4
=2 (positive)

As the function is positive at 1, we can exclude zg and repeat this process in our new interval

. The second bisection point occurs at x5 = 1 (2, + 1) = 3 (0.5 + 1) = 0.75.

f(z2) = 0.172... (positive)

As the function is positive at x5, we can exclude x; and repeat this process in our new interval
%4, z2]. The third bisection point occurs at x5 = 5 (24 + 22) = 5 (0.5 4 0.75) = 0.625.

f(zs) = —0.748... (negative)

As the function is negative at x3, we can exclude x, and repeat this process in our new interval
. The fourth bisection point occurs at x4 = 3 (22 + x3) = 3 (0.625 4 0.75) = 0.6875.

f(z4) = —0.291... (negative)

If we choose to terminate the iterations here, our approximation of x4 = 0.6875 is still 5% lower
than the correct value (found analytically), but this may be acceptably close for our application.
We can also say with confidence that the root must be in our final range of |z, 2-|= [0.6875,0.75].
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16.1.1 Potential Problems

The bisection method is conceptually simple,
but is generally considered slow compared to

. _ 1)1
other methods available. It is also very sensi- y=2(z—-1)
tive to the choice of the initial interval. K

aware of as they may cause you difficulty. The
first is that if you have evaluated a function at
two points and found their sign to be opposite,
this does not guarantee that there is a root Figure 16.2: Function with discontinuity in the
in this interval. Figure 16.2 shows an interval initial interval.

containing a discontinuity. If the bisection

method was pursued it would locate the

discontinuity as if it were a root.

There are several cases that you should be W . xp

Another case to be aware of is if a func-
tion has multiple equal roots (i.e., two
roots at the same x-coordinate).  The
function y = 2? — 2x + 1 is shown in
fig. 16.3, which can be thought of as hav-
ing a pair of coincident roots at z = 1
(factorise the expression if you don’t see

x}a 95‘5 why!).

—y=a-2x+1

Figure 16.3: Function with coincident roots.

The final case that we will mention here is
for functions that have multiple roots packed
close together. Figure 16.4 shows the function
f(z) = z(x(162 —160) +529) — 578. If you did
not spot that this was a cubic function, you ; ;
may have presumed by looking at the graph a g
that the interval [z,,xs] contained only one
root. \_(V)_/~

If you proceed with the bisection method from Figure 16.4: Cubic function with multiple close
this starting interval, you will still end up roots.

finding a root, but you won’t know which of

the three you’ve found. It is now possible to find the remaining two roots, but it requires
some careful thought. By taking the root you’ve just found as an approximation for, z., and
investigating the intervals either side of it (i.e., the intervals [z, z,] and [z, xg]). Be aware
that if z, was either the first or last of the three possible roots, then one of these two new
intervals will lead you straight back to z.. Also, if you were lucky and managed to find the first
root exactly (i.e., f(z,) = 0), then clearly you cannot use this as one of your bounds as it is
neither positive or negative, and will therefore have to use x., + d instead, where 0 represents a
very small change in z,.
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16.2 The Newton-Raphson Method

The Newton-Raphson (NR) method, sometimes just called Newton’s method, named after Isaac
Newton and Joseph Raphson, is an iterative method for approximating the roots of real-valued
functions.

Starting from an initial guess for the root, xg, the NR method requires the value of the function
at this point, f(xg), as well as the function’s local gradient, f’(xy). It uses these two pieces of
information to construct a tangent line and then gives the x-intercept of this line as the next
guess (this sounds complicated, but will become much clearer once you’ve seen a graph!).

To derive the NR formula, we need to be able to find the equation of a tangent. We know that
all straight lines will have an equation of the form y = max + ¢, where m is the gradient and c is
the y-intercept. We also know that the gradient to our function at the point xq is f'(zo). So by
substituting the relevant co-ordinates into our equation we get,

f(wo) = f'(wo)wo + ¢, (16.1)

which can be rearranged to find ¢

c= f(xo) — f'(xo)xo. (16.2)

We can now write the following expression for the tangent line at xq

y = f'(xo)x + f(x0) — f'(x0)0, (16.3)

Finally, by setting y = 0 and rearranging to make x the subject, we get

B f (o)
0 Fi(zo)’

(16.4)

=

Now that we have our explicit equation for the intercept of the tangent line, we can rewrite this
in the iterative notation that is the NR method.

BTN
n

(16.5)

A common use for the NR method is finding a numerical approximation for the n'* root of a
number, as shown in the following example.

16.2.1 NR Example

Find an approximation for the square root of 2 by using the NR method to find the root of the
equation f(z) = z? — 2.
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Differentiating our f(x) shows the gradient function to be f'(z) = 2z. So we can now state the
NR method in terms of our specific problem,

which rearranges to,

-1
Tpt1 = 0.5z, +

10

—05

T2

If we take our starting guess to be zy = 3 (we could have made a better guess, but this was
useful for illustration!), we can then write the following expression for our first iteration,

1 11 .

This gives us the improved approximation, z; = 1.83 (shown as the red dot on the graph). We
can then iterate a second time using our new point,

11 6 193 g

which gets us to the green point, . A third time,

193\ 132 72007
=05 (o) 4+ = 2L s
= (132) T 193 ~ 50052 ’
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so even starting from a poor guess and with just three iterations we now have an estimate of
the square root of 2 that is correct to within 0.1%.

However, if we had started from xy = —3 (or any negative number), we would have found the
other root (—+/2) instead.

Furthermore, if we have chosen our initial guess to be o = 0, the NR method would not have
yielded anything (try it!).

This illustrates that the selection of our initial guess is important. Typically, to find a specific
root, we should aim to have no discontinuities or stationary points between the root and our
initial guess. As we have just seen, in the case f(r) = ? — 2, to find the positive root, our
initial guess had to be in the range 0 < 2y < oo. For more complicated functions, selection of
the initial guess requires careful consideration.

16.3 Secant method

The final root finding method that we’ll be covering in this course is called the “secant method”.
You may remember form high school geometry that a secant is a line that intersects with a
curve in at least two (distinct) places.

The key advantage of this approach is that although it makes use of gradients like the Newton-
Raphson method, it does not require you to actually know the derivative of the function.

This method is summarised as follows:

1. Select two starting points, xy and 7.

2. Use these two points to construct a secant.

3. Take the root of the secant as the next approximation, x,,.
4. Stop if f(z,) is close enough to zero.

5. Return to step 2 using the most recent two points, x,, and x,_;.

As the two starting points have the coordinates (xg, f(xo)) and (z1, f(z1)), it’s possible to
construct a straight line of the form y = max + ¢ that passes through both points.

y = f(x1) — f(il?o)x + f(x0) — xof(l"l) — f(z0)

T1 — Xo T1 — Zo

Then, the root of this line (i.e., where it crosses the horizontal axis) can be found by setting
y = 0 and solving for x.

. zof(r1) — 21 f(20)
f(xy) — f(xo)

flay) — f@o))_l

1 — Zo

st
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Notice that in the second representation above, the secant method resembles the Newton-Raphson
method, except that the gradient term has been replaced by a “rise over run” approximation of
the gradient using the two points.

So, in general, for an iteration, was can write

o = Tp1 f(1) — 2pf(Tn 1)
n+ flxn) — f(zn_1)

f(na) = f(xn))1

Tp—1 — Tn

— = o)

16.3.1 Example

Consider the function f(z) = 8 — e”, which has one real root.

Simply by substituting sequential values of z,, into the formula, we can build the following table,
which converges to the root x = 2.0794 after five iterations (i.e., it’s the result of inputting the
x4 = 2.0553 and x5 = 2.0809).

Ty f(x)
1.0000 5.2817
1.5000  3.5183
2.4976 -4.1532
1.9575 0.9183
2.0553 0.1908
2.0809 -0.0121
2.0794  0.0001
2.0794  0.0000

N O Ul W N~ OB

The first three iterations of this process can be seen in the figure below. This example highlights
the fact that the solution does not need to be within the domain specified by the first two
guess points. However, it’s important to also note that the secant method is not guaranteed to
converge
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Chapter 17 ——

Optimisation

Optimisation is a vast and varied topic within mathematics; it is also at the very core of
engineering. Essentially, it can be thought of as the process of improving the performance of a
system relative to a defined objective; or, if possible, finding the best performance.

Examples include:

Planning the shortest path between points on a map.

Using the minimum volume of material when manufacturing a product.

Maximising the amount of energy produced by a wind farm.

Finding the best parameters for recognising a face using a neural network.

Writing the ideal headline to attract clicks on social media.

Arranging shell companies to pay the least amount of tax.

Choosing the optimal photos for success on a dating app.

Although this is a very diverse list of activities, notice the language “shortest”, “minimum”,
“maximising”, “best”, “ideal”, “least”, “optimal”... they’re all optimisation problems. For each
one, the problem could be approached in a range of ways and a good optimisation strategy is
one that finds the best results fastest.

The notion of “constraint” is very important in optimisation. Formula One racing is a great
example for this as all the cars are trying to be the fastest, but they are constrained by rules
about the allowable engine size, wheel diameter, spoiler designs etc.

The concept of a “tolerance” is also critical, where although you would like to be at the
“optimum”, it may be impossible to land exactly on it, so you have to decide what’s good enough
(think back to the root finding chapter).

Of course, you've interacted with simple optimisation for years already. For example, find the
minimum of the simple 1D function f(z) = az? + bx + ¢. To solve this, you'd just differentiate
the function to f’(x) = 2ax + b and set it to zero, yielding x = —b/2a. However, this was only
possible because the function was so simple...

135
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In many cases, the function will be multidimensional and highly complicated... maybe it’s not
something you can differentiate... or maybe you’ve not even got the function at all, but just
a fluid flow simulation to design a plane that takes an hour to run each time you change the
design... or a lab experiment to find a drug that takes a week to measure a single result...

Clearly, each of the problems listed above will require a wide variety of tools and new approaches
are being developed all the time.

17.1 Linear regression

The word “linear” in linear regression is often mistakenly thought of as referring to fitting
a straight line. In fact, linear regression describes a class of problems that are linear in the
coefficients. So, the 1 dimension polynomial function

T) = ag + mx + asx? + agx®
f(z)

would be considered a linear regression problem, because although the function itself is not
linear, the coefficients are linear. Similarly, the multidimensional function

g([)’}, Y, Z) = ap¥ + a1y + azz
is also amenable to linear regression methods. And finally, the wild function
h(x) = aoxlxg +ay exp(—x%) — a9\/11

is both non-linear and multi-dimension, but it’s still linear from the perspective of the coefficients
and could therefore still be fit to some data using linear regression.

Unlike most of your calculus experience so far (where you differentiated functions with respect
to their independent variables), for regression you will instead be differentiating with respect to
the coefficients.

17.1.1 Fitting a straight line to some data

Let’s start with a classic problem: Imagine you’ve acquired some data and you wish to find the
“line of best fit”. More formally, we’ve made n measurements of y (e.g. extension of a spring), at
different values of z (e.g. force applied), and we would like to fit a line of the form y = mz + ¢
that minimises the distance between the data points and the line, but like any real data, there
is some noise, so the data has some scatter.

The standard method for doing this is a least squares minimisation method, and it works as
follows. We first define the “residual”, r;, for each data point (x;,y;);

ri = y; — (mx; + ¢

where r; is the difference between the measured values of y; and the value of the line at that
point, which is just (mx; + ¢). However, crucially, we don’t care whether the line is above or
below the data, but just how far away it is, and a convenient way to “ignore” the sign is just to
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square this value. Now we simply say that the best value of m and ¢ will be those for which the
sum of the squares of the residuals are a minimum; so we find

S = er = Z(yl — max; — c)?

Now that we have expressed our problem mathematically, hopefully you can see that we can
simply use partial differentiation to find the derivative of S with respect to each of m and c,
and then set these derivatives to zero to find our minimum. We will then have 2 equations and
2 unknowns...

oS
a—m——2§ zi(y; —max; —c) =0
s
%——25 (y; —mz; —c) =0

Let’s start by finding an expression for c. We can rearrange the expression for % (think back
to our series chapter to understand how) to give

en4+mdox; =y

and then since the average of all values of z; is given by T = (> 2;)/n (and the same holds for
Y), we can write

c=Y—mx
We now need to build an expression for m. So, let’s start by re-writing the expression for % as

my_uf + ey r = Yy
and then we can substitute the equation we’ve just derived for ¢ into the equation above, giving
my_wi + (J — mT) o = Yriy:
Collecting the m terms together and rearranging (remember, (> z;)/n =),
m(Xw} —Tn) = Ywiy — Tyn
then finally we can write an equation explicit for m and therefore also for ¢

YTy —TYn _ TY—TY _ TY -7\ _
= 72— s = c=Yy—\| /D0——=
dox? —Tn 72 _

7:_

m

And that’s that. We now have explicit equations for m and c¢ that allow us to find the line of
best fit through an arbitrary dataset. Remember, these equations are really just finding the
minima of the two partial derivatives, so this does not necessarily mean that S now equals zero
(i.e. the line passes through all the points), but simply that S is the smallest it could be.

4 .
x Data
Residuals ‘:.-"‘
31 :.-"“ =
Sxr A
:::. J‘Tt ”ii ........ n
o [E =)
T 5t
1 Lo %
i
0 .
0 1 2 3 4

xT m
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Each pair of m and ¢ values corresponds to a value of the sum of squared residuals, S. We can
plot a 2D map in (m, c)-space showing how S varies, where each point on this map corresponds
to a different straight line on the data graph (matching colours), as illustrated in the figures
above.

The fact that linear regression has an explicit formulation means that it has much more in
common with the simple graph sketching activities

Y
>
T T T T T T T T T T T T T T T T
4 6 8 10 12 14 16 18 4 6 8 10 12 14 16 18
X4 X2
(@)
12 12
10 10
o © < 8
S 81 Ooo S 8-
6 6 @
4 4
T T T T T T T T T T T T T T T T
4 6 8 10 12 14 16 18 4 6 8 10 12 14 16 18
X3 X4

It’s worth highlighting, before we finish this section, that just because you’ve minimised S, this
does not mean that you have a “good fit”. This is illustrated excellently by the above four plots,
known as Anscombe’s quartet. Four different data sets are shown which each have the same
line of best fit AND the same value of S (and the same mean and standard deviation!).

17.2 Non-linear regression

A classic example of a non-linear regression problem is fitting a normal distribution curve to

some data. Our function is

1 _(z—p)?
e 202

fz) =

oV 21

where the mean, u, standard deviation, o, are the two parameters that we will be adjusting in
order to achieve a good fit.
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So, once again, we will start by writing an expression for the residuals

1 (z—)?
nz%—f(%)z%—( 6_205)

then our summed square error, S becomes

S=Z(yi—f($i))2=z<yi_( 1 6_%5)2))2

oV 2T

and our two monstrous derivatives are therefore
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Hopefully, you’ve guessed that it will not be possible to rearrange the above two equations and
make them explicit for g and o (as we did in the linear case). So what do we do?

Since we're lucky enough to even have our two derivative expressions that we really can evaluate,
let’s put them to use! Thinking back to our chapter on multivariate calculus, we can combine
these two partial derivatives into a Jacobian vector

j._ |95 05
S oy oo

If we pick some arbitrary values of ;1 and o, we can evaluate the Jacobian vector at this point.
We can then think of Jg as a vector in (u, o)-space pointing in the direction in which S increases
the most... So if we’'d like to minimise S then our next guess for p and ¢ should be in the
opposite direction, i.e. —Jg.

The left hand figure below shows some data points, as well as four normal distribution curves.
The right hand figure shows a contour plot of S, parametrised by p and o, where the four points
correspond by colour to the four adjacent curves. In addition, attached to each point is an arrow
pointing in the direction —Jg, where the length of the arrow shows the magnitude of the vector.
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Essentially, we have just performed the first step of an iterative method: Starting from some
arbitrary initial point, evaluate the Jacobian, move in the opposite direction to it to a new
point and then evaluate the Jacobian again, and then repeat until some convergence criteria are
met. It important to notice that the negative Jacobians shown in the contour plot do not point
directly at the minimum (otherwise finding the solution would be easy!), but instead point in
the steepest direction “downhill” locally. Also consider that although the black point doesn’t
appear to have a Jacobian arrow, this is simply because the local value of the partial derivative
are tiny as it is close to the minimum.

The difficulty comes in deciding how far to move in each step and when to stop. If you take big
steps, you will move quickly down hill, but you might jump over minima and never “converge”
to an acceptable solution; equally, if you take small steps, the system will converge very slowly
as you make so little progress each time and it still might be a local minimum. To work out
when to stop, you will need to choose some criteria, for example, picking a threshold value
of S or the partial derivatives that you feel is acceptable, and then checking regularly while
iterating. Also, picking a good starting point can be very important, as, in the case of the
normal distribution

Imagine if our initial guess was p = —100 and o0 = 0.1. This would mean that the region
overlapping with the data is essentially a flat line at f(z) ~ 0, so the local gradients would be
small as increasing or decreasing p would only result is small changes in S. There are essentially
two ways of dealing with this: The first is that you have some idea what your data’s like and
pick sensible values (i.e. correct order of magnitude at least!); the second approach is to run the
fitting algorithm many times, start from a wide range of initial guesses.

Finally, it’s worth reminding you that although I show you the nice contour plot, to generate this
image required me to calculate to value of S at each point. This is simple for “toy” problems
like the two we’ve seen so far, but in general will not be possible for the kinds of optimisation
problem engineers are typically faced with. Furthermore, you also might not have nice explicit
expressions for the derivative and might therefore choose to use... a finite difference method to
approximate them (and sometimes it is necessary to avoid gradients all together)!

17.3 Conclusion

We started this chapter off by saying that optimisation
is a big topic, but even just from the two examples
above you are already confronted with many of the _ "O‘ \\

‘ \
,/// .:‘\\ e

key challenges. In both cases, I chose fitting functions
with just two parameters so that I could show you nice
2D contour plots, but if there were three parameters
it would already be difficult to plot and many real
problems, for example training a neural networks, might
require optimising thousands of parameters! So, once
you've built your intuition on simple problems, and
learnt strategies to deal with noisy data, local optima
or complicated constraints you just have to trust the maths...

\\\\\\\\\\‘

I/ \
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If you’d like to know more about this topic, head to our Mathematics for Machine Learning
online specialisation on Coursera, which is free to Imperial students! :-)



https://www.coursera.org/specializations/mathematics-machine-learning

Chapter 18

The Normal Distribution

Gaussians, named after the mathematician Carl Friedrich Gauss, are functions based on the
form where e is Euler’s number and a, b and ¢ are arbitrary positive constants.

f(a) = a0

These functions have a characteristic “bell curve” shape and
are asymptotic to the z-axis in both directions; however, cru-
cially they also have a finite area. Finding the area un-
der this curve is trick (just try integrating it from z =
—00 to * = +oo directly if you're curious...), but we can
find the answer by making use of a few clever substitutions
(tricks!).

18.1 The Gaussian Integral

The following method (which you do not need to memorise, but should just be aware of) uses
the following three tricks to find the integral:

Squared = Polar = Substitution

The meaning of each of the steps will hopefully become clear as we proceed. If you can remember
these three words then you should be able to reproduce this derivation (I won’t be asking you
to) without too much difficulty!

We wish to find the area, A, under the standard Gaussian (i.e., where a and b are 1 and ¢ is 0).

A= / e dx

We can write an identical expression in terms of y that will have exactly the same answer (why
is this useful? keep reading to find out!).

A= / eV’ dy

141
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By multiplying these two functions together, we can form an expression for the area squared,
A?. As the two variables, x and y, are independent, the order of integration does not matter.
Furthermore, we can rearrange the expression into a single exponent as shown.

T=00 pY=00 ) )
A? :/ / e Ve dydx
73(:)200 7;200 .
= / / e @) dy dx

The variables x and y are usually, as in this case, used to describe
a Cartesian coordinate system. The next step is to transform the
system from Cartesian into polar coordinates, as illustrated in
the adjacent figure.

x = rcos(f)

y = rsin(6)

To convert between coordinate systems, we calculate the determi-
nant of something called the “Jacobian” matrix, which we’ll be
covering in more detail later in the course. This is because integration in (z,y)-space does not
map directly on to (r,6)-space (i.e., dxdy # drdd).

The Jacobian matrix is constructed by finding each of the four possible partial derivative
combinations, as in the following table.

L dr do
dz | & =cos(d) S = —rsin(0)
dy | £ =sin(d) 5% =rcos(h)

Once we have found the determinant of this matrix, we can then complete the conversion of our
equation.

gl cos(f) —rsin(6)

|J| = sin(0) rcos(6) ' = rcos?(A) + rsin?(0) = r(cos?(A) + sin*(0)) = r

Therefore,
derdy =rdrdf

We can now transform our equation for A%, which we’ll do in three steps. First by using our
Jacobian,
T=00 Y=00
A% = / / e~ @) dr 46
—00 —00

Next we must transform our limits. To do this, think of x — y space as a two dimensional plane.
We have been asked to integrate between —oo and +oo in both directions, which can be thought
of as “the entire plane”. To cover the entire plane using polar coordinates, we simply need r = 0
tor =+o00 and § =0 to 0 = 2.

=00 0=2m s o
A? = / / e~ @ H ) dr do
0 0
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Finally, we also know from Pythagoras that 22 + y? = r2, which leads to

r=o0o 0=2m )
A? = / / e " rdrdf
0 0

In this form, we notice that the integrand (i.e., the function to be integrated) does not contain
0, so we can already evaluate the 6 integral, yielding

A? = 27?/ e " rdr
0

The last stage is to make the substitution s = —r2, which differentiates to
ds = —2rdr

Take care to substitute the limits correctly!

A2:—7T/: eds=-mle™®—€]=-m0-1]=7
0

Having completed this integration, we simply take the square root of our answer to find the
area, A, under our standard Gaussian... easy as A = /7.

18.2 The Normal Distribution

The Gaussian is also the correct shape for modelling random variables, a reasonable example
of which might be the height of students in your class. The curve itself is the probability
density function (PDF), so the value of the curve at a point is the probability density NOT the
probability! It is only by finding the area under the curve between two z values that allows us
to calculate a probability. For example, when we ask “how many people are 1.70 m tall?” we
do not mean how many are exactly 1.700000... m tall, but more likely, how many are between
1.695m and 1.705m tall.

We have just found the area under the curve y = e=*" to be /7, which roughly equals 1.772,
but the total area under any probability curve should be 1. To understand why, consider that
finding the total area under a PDF of “student height” is like asking “What is the probability
that a random student in your class is any height?”... you can be 100% sure that they they
have a height, so the area must be 1. In order to modify our function such that its total area is
1, we simply divide by its current area.

flz) = —=e" (18.1)

The second modification we are going to make is that we would like both the standard deviation,
o, and therefore also the variance, 02, to be equal to 1. The variance of eq. 18.1, which is a
measure of the broadness of the bell curve, is currently equal to 0.5. Although we won’t go
through the derivation here, this modification simply requires dividing 2 and the function
itself both by a factor of v/2, which gives what is usually referred to as the standard normal

distribution i ,
€T g e_%
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We can then generalise this probability density function to its final form, which is called the
general normal distribution, ¢. This allows us to modify the mean, p, and the standard deviation,
whilst ensuring that the the total area underneath is always equal to 1, as illustrated in the

figure below.
1 _(e=w)?

Br) = —eme”

CoV2r

The normal distribution is not “normal” in the sense that it is “usual” or “average”, which
can lead to to some confusion. One way to keep this in mind is to remember that we have just
“normalised” our function by modifying the exponent and dividing it by /27 (although this is
not the real reason Gauss chose the name).

=

e m = Q

There any many alternative distributions that we can use to model data, but you will encounter
the normal distribution frequently and need to know how to manipulate it.

Going back to our example of modelling the heights of students in a class, we now would like to
be able to use the function to make predictions. Once we’ve got our “fitted” curve (which we
call a “model”), we can use it to evaluate the probability of a randomly selected student being
between two heights (e.g. “what is the chance a student is between 1.5m and 1.6 m tall?”).

To evaluate this probability, P, we need to be able find the area under our function between
two x values, x, and x.

1 _(z—w)?

xp

P(:ca<X<:cb):/
za OV2T

Although we were able to integrate the function between infinite limits, the tricks we used do
not work on finite limits (try it!). You may have been taught in school to use something called
a “Z-table” which contains many values of this integral so that you can look up the one you
need; however, in your careers it is very unlikely that you will use this outdated approach. The
next section explains how we can evaluate this integral in a way you can implement in code.
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18.2.1 The error function

The Gauss error function, written erf(x), is a special
function for evaluating the integrals of Gaussian func-

tions. The function e™*” is even (i.e., symmetrical about 1y
the y-axis), so the two definitions given below are equiv-
alent, as you could either find the area under the region
from —x to x or just find it from 0 to x and double it.

1 [* e

erf(z) = — e " dt
W=7,
2 " ey —erf(x
= — / e dt L (@)
V7 Jo

)

Also, notice that the variable ¢ is what we call a “dummy’
variable, as it does not appear outside the expression
and is only there to allow us to manipulate z in a certain
way.

We still do not know how to evaluate erf(z) directly. In fact, ask yourself this: when you
ask you calculator to evaluate sin(7), how does it actually do this? The reality is, there is no
explicit, simple formula to exactly evaluate these functions, so various clever approximations
have been developed, using approaches like the Taylor series, which we shall see later in the
course. Fortunately for you, most calculators have a sin(x) evaluation button... unfortunately
for you, most calculators do not have an erf(x) button. For the rest of your career, you'll have
access to a computer with the internet that can hepl you evaluate erf; however, the fact that you
will only have a calculator in the exam give us an opportunity to practice another engineering
skill: approximations.

In the following figure you can see a selection of “sigmoid” (i.e., “S” shaped) functions, that
resemble the error function, in that they are rotationally symmetrical around the origin and have
a range from -1 to 1 (N.B. Sigmoid functions are often used in neural networks as “activation”
functions). The hyperbolic tangent function (“tanh”) is not only a close approximation, but can
also be evaluated on your calculator. We will often use the approximation erf(z) ~ tanh(1.2z).

1) /
€T /
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Now that we can evaluate erf(x) we can use it in the following expres-
sion (called a cumulative distribution function or CDF) to calculate
probabilities from the general normal distribution function. To find
the probability being below a certain z value, we use the following
expression (illustrated in fig. 18.1).

1 —
P(X <m) = [1 +erf <x;\/§”)} z, o

L . ) ) Figure 18.1: Area under
Similarly, to find the probability of something above a certain x value, , Gaussian up to .

we can then simply find one minus the CFD up to that point.

PX>z,)=1-P(X <x,)

S Ui (2o
-3 ()]
To find the probability of something being between two specified Figure 18.2: Area under

bounds, we can then simply find the difference between two of these , Gaussian beyond .
CDF's, as shown in fig. 18.3.

—_

[\]

Tq Ty

Pz, < X <) = P(X <) — P(X < z,)
He(22) - (572)

The last case is when we want to find the probability of being outside
a certain range, where we simply evaluate one minus the CDF of the La L
range.

Figure 18.3: Area under
a Gaussian from x, to xp.

P(X <z,)+P(X>x)=1— Pz, < X < z,)

)

—

Lq Ty

Figure 18.4: Area under
a Gaussian outside z, to
Tp.



18. The Gaussian 147

Example - In a class of 100 students, if the average height is 1.70 m and the standard deviation
is 20 cm, how many students would you expect to be between 1.25m and 1.45m tall?

P(1.25 < X < 1.45) = P(X < 1.45) — P(X < 1.25)

1 {ef(1.45—1.7> ef<1.25—1.7)]
2 0.24/2 0.2v/2

[(—0.7887...) — (—0.9756...)]
093...

1
)

As the probability of any given student falling
within the range is roughly 0.093, we would
expect for there to be approximately 9 stu-
dents between 1.25m and 1.45m in a class of
100.

PDF

The values of the error function were found
using www.wolframalpha.com, which is a free
online knowledge engine, although any other
platform, such as MATLAB®, would also have
a suitable function.

|

1.251.45 1.7
Height /m

Figure 18.5: PDF of the heights of students in a
class.
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